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ABSTRACT

The use of Artificial Intelligence (a1), and more specifically of Deep
Learning (pL), in modern software systems, is nowadays widespread
and continues to grow. At the same time, its usage is energy de-
manding and contributes to the increased CO, emissions, and has
a great financial cost as well. Even though there are many studies
that examine the capabilities of DL, only a few focus on its green
aspects, such as energy consumption.

This paper aims at raising awareness of the costs incurred when
using different pL frameworks. To this end, we perform a thor-
ough empirical study to measure and compare the energy con-
sumption and run-time performance of six different pr models
written in the two most popular DL frameworks, namely PyTorcH
and TENsoRFLow. We use a well-known benchmark of pL models,
DEEPLEARNINGEXAMPLES, created by NVIDIA, to compare both the
training and inference costs of DL. Finally, we manually investigate
the functions of these frameworks that took most of the time to
execute in our experiments.

The results of our empirical study reveal that there is a statisti-
cally significant difference between the cost incurred by the two
DL frameworks in 94% of the cases studied. While TENSORFLowW
achieves significantly better energy and run-time performance than
PyTorcH, and with large effect sizes in 100% of the cases for the
training phase, PYToRCH instead exhibits significantly better en-
ergy and run-time performance than TENsorRFLow in the inference
phase for 66% of the cases, always, with large effect sizes. Such a
large difference in performance costs does not, however, seem to
affect the accuracy of the models produced, as both frameworks
achieve comparable scores under the same configurations. Our man-
ual analysis, of the documentation and source code of the functions
examined, reveals that such a difference in performance costs is
under-documented, in these frameworks. This suggests that devel-
opers need to improve the documentation of their 1 frameworks,
the source code of the functions used in these frameworks, as well
as to enhance existing DL algorithms.
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1 INTRODUCTION

Deep learning (pL) is a field of machine learning (ML) that has
recently gained significant attention from researchers and prac-
titioners. Along with the increase of computational power and
availability of data, the use of deep learning has contributed to the
improvement of several applications (e.g., in the medical, financial,
transportation sectors) that, for instance, use speech and image
recognition, machine translation, and natural language processing
(~ep). The advancement in these areas would have not been possible
without the great advancement in DL.

While the research community has spent a significant effort
towards improving the accuracy of DL approaches, it has often
overlooked their costs. As recently reported by Schwartz et al. [76],
DL has been assisting in an increase in the computational costs of the
state-of-the-art A1 research as big as 3000,000x between 2012 and
2018. Such a dramatically increasing trend in resource consumption,
dubbed as RED A1, is not just often prohibitively expensive for
researchers and practitioners, but also environmentally unfriendly.

This has motivated the field of Green Software Engineering
(sE) research, which aims to decrease software environmental foot-
prints and supports, inter alia, GREEN AI [58]. Optimizing resource
utilization used by expensive bL models, without compromising
their accuracy, is important to combat such an environmentally
unfriendly and prohibitively expensive trend [78].

This paper presents an in-depth empirical analysis to investigate
and compare the energy consumption and run-time performance
of DL frameworks, in particular, PYTorcH and TENsSorRFLow. To
the best of our knowledge, this is the first such empirical study.
We select six large models for pi from different A1 domains (rec-
ommender systems, NLP, and computer vision) extracted from a
popular benchmark i.e., DEEPLEARNINGEXAMPLES [5]. We use the
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benchmark to perform training and inference experiments involv-
ing DL algorithms (e.g., Transformer, cNN, GNMT), and measure
the consumed energy and run-time performance. Furthermore, to
investigate issues that may affect the energy consumption and run-
time performance of DL models, we examine whether particular
functions provided within the PYTorcH and TENSORFLOW APIS
can affect the efficiency of bL models. Finally, we discuss potential
suggestions for improving the energy consumption and run-time
performance of pL models without compromising accuracy.

Our findings show that TENSORFLow outperforms PYTORCH re-
garding energy consumption by 1.7x and run-time performance by
2.1x when training models belonging to the recommender systems
and computer vision categories of our benchmark. By contrast,
PyToRCH is 2.1x more energy-efficient and 2.4x faster than TENSOR-
FLow when training models of the NLP category. In the inference
of the models, TENsorRFLOW is 1.4x faster and 1.7x more energy-
efficient than PyTorcH only for the recommender systems and
RESNET-50 models. Regarding accuracy, both frameworks achieve
a similar score under the same configurations. Therefore, under our
configurations, TENSORFLOW is overall more energy and run-time
efficient compared to PYTorcH in the training phase, but less effi-
cient in the inference phase. Finally, we manually investigated the
functions of the frameworks examined that took most of the time to
execute in our experiments. We argue that the energy consumption
and run-time performance of such functions could be improved, in
the future, by both improving the documentation and source code
of the pr frameworks, and optimizing existing core DL algorithms.
The paper makes the following contributions.

(1) A publicly available framework, PRENGDL (it stands for Per-
formance and Energy of Deep Learning) [6, 8].

(2) An empirical study to compare DL frameworks (Py-
TorcH [69] and TENsoRFLow [10]) regarding energy and
run-time efficiency using six large models for DL.

(3) An analysis of the issues that hinder the energy consump-
tion and run-time performance of bL models, for PYTorcH
and TENsORFLoW, as well as a discussion on potential rec-
ommendations to mitigate the identified issues, in the future,
without sacrificing accuracy.

2 BACKGROUND

Deep Learning. p1, a subfield of ML, allows computational mod-
els to compose and arrange in multiple processing layers to learn
representations of data with multiple levels of abstraction [33, 53].
DL techniques are extensively used to solve a variety of detection,
prediction, and classification problems belonging to various do-
mains. These domains include image recognition [47, 80], speech
recognition [75], and NLP [43]. As in traditional supervised ML, DL
models consist of two processes: training and inference. Training
refers to the process of learning weights of the internal nodes of
a DL model using training data, to learn patterns from the data.
Inference refers to the process of using a trained bL model to make
a prediction on unseen data.

Each layer in a pL model transforms the sequence of data coming
from the previous layer or learns the representation of the input
data in the form of weights of the nodes. A well-designed DL model
is capable of inferring features during training and can learn to
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classify samples based on these inferred features. For example, a
Convolution Neural Network (cNN) mimics the alternating layers of
simple and complex cells of the visual cortex in animals [29]. cNN-
based DL models have been proven effective for image classification
and detection [47, 80] and face recognition [52, 68]. Similarly, a
Recurrent Neural Network (RNN) and a fully-connected Neural
Network are among the various layers that are used to compose a
DL model; their arrangement within a pL model is often influenced
by the problem at hand [50].

The wealth of available software-specific artifacts coming from
abundant open-source repositories and the advancements in the
ML applications, beyond audio and images, have paved the way for
a rapid growth of ML techniques for software engineering applica-
tions. To this end, the repetitive and predictable nature of the source
code revealed by the statistical characteristics of the source code has
been compared with the properties of the natural text [28, 38]. Also,
researchers have extensively applied ML techniques for clone de-
tection [85, 86], de-obfuscation [82], language migration [62], code
summarization [41], auto-correction [34, 73], auto-completion [30],
code generation [56, 63, 88], and program comprehension [11].

Energy and Run-time Efficiency. A programming task’s (DL
model here) energy consumption is the amount of energy, measured
in Joules, required by a computer system to accomplish the task;
the energy consumption is calculated by the formula E = P X
T [51], where P denotes the power consumption, in Watts, and T
the total amount of time (run-time performance), in seconds, required
to execute a task. Although in the physical sense energy cannot be
consumed, we will use the term energy consumption to refer to the
conversion of electrical energy by 1T equipment into thermal energy
dissipated to the environment. For example, we say that a program A
consumes 30 Joules and needs ten seconds to accomplish a task and
program B consumes 20 Joules and needs 20 seconds to accomplish
the same task as program A. Then, program A is more run-time
efficient, while program B is more energy efficient. Additionally,
as computer systems change and become more complex with an
evolving memory hierarchy, having processors of multiple cores
and distinct power states, power requirements begin to vary. Even
though there are several studies related to computer systems and
energy efficiency, it is still unclear how certain design decisions
can alter the energy consumption of computer programs [16], or
what trade-offs exist [58, 65].

3 EXPERIMENTAL SETUP

3.1 Research Questions

RQ1: Which is the most energy and run-time efficient pL
framework for the models examined?—With RQ1, we exam-
ine the energy consumption and run-time performance of PYTORCH
and TENsorFLow for the models used in our study. Knowing this
information, we can inform the DL community about the most
efficient frameworks for the models under evaluation.

RQ2: How accurate are the pr frameworks for the mod-
els under examination?—With RQ2, we examine the accuracy
in the results produced by the prL frameworks for the models of
our study, i.e., we wish to see whether the selected frameworks
sacrifice accuracy over energy or run-time efficiency, under our
configurations. Knowing this information, we can inform the pr



Green-Al: Do Different Deep Learning Frameworks...

community about the most accurate as well as energy and run-time
efficient frameworks for a given model.

RQ3: What are the least energy and run-time efficient Ar1s
of DL frameworks for the models under examination?—With
RQ3, we investigate the reasons that make pL frameworks less en-
ergy and run-time efficient. In particular, we identify APis in DL
frameworks that are energy-hungry and run-time inefficient. Locat-
ing these Ap1s, we will be able to make suggestions for improving
those AP1s, in the future, and, thereby, the pr frameworks.

3.2 Benchmark

Benchmark. To achieve high accuracy, pr algorithms must learn
differentiating patterns with the help of large data sets. We consid-
ered the following criteria to select an appropriate benchmark for
our study.

(1) The benchmark should be public, popular (having a signifi-
cant number of stars, which is a proxy of popularity [12]; we
consider benchmarks with more than 100 stars on GiTHUB)
and maintained (having recent commits on GITHUB, i.e., at
most one year old). We opt for data sets that are interesting
to the community and active.

(2) The benchmark should have been used in previously pub-
lished research. Its successful use in other empirical studies
proves that such a benchmark can be used for evaluating pL.

(3) The benchmark should consist of models from different cate-
gories (e.g., recommender systems, NLP, and computer vision).
We want to measure the energy consumption and run-time
performance of various models.

(4) The benchmark should contain models already available for
both PyTorcH and TENsoRFLow. Ensuring the availability of
the same models in both frameworks is necessary to compare
the frameworks’ energy and run-time performance.

After searching the related work (articles published in ICSE and
FSE 2020—2021)1 and GrTHuB, for benchmarks that can be used in
the evaluation of DL, we found that DEEPLEARINGEXAMPLES [5] sat-
isfies our criteria listed above. DEEPLEARINGEXAMPLES is developed
by NVIDIA, a leading hardware manufacturing company.

In particular, we chose DEEPLEARINGEXAMPLES (commit
dfed8d4) because it is publicly available on GiTHUB, popular (with
more than 6K stars on GiTHUB, and continuously maintained by
NvIDIA. We preferred to rely on algorithm implementations made
publicly available by practitioners to avoid introducing our own
implementation biases. Furthermore, DEEPLEARINGEXAMPLES has
been used in previous research [40, 54, 61, 83], and the implemen-
tations of the DL algorithms used were developed and tested based
on the original research papers proposing them. Additionally, we
opted for DEEPLEARINGEXAMPLES since this benchmark offers dif-
ferent models and pL algorithms, for instance, models for Recom-
mender Systems, Natural Language Processing (NLP), and Computer
Vision. Finally, DEEPLEARINGEXAMPLES provides models written
in both PyTorcH and TENsoRFLow. To the best of our knowledge,
DEEPLEARNINGEXAMPLES is the only repository that offers the im-
plementations of a same DL algorithm in three different frameworks

!We chose ICSE and FSE since these two conferences are the most prestigious in
software engineering. We checked the publications from the last two years since the
DL field is emerging and evolves rapidly.
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(i.e., TENsorFLow, PYTorcH, and MXNET) for various tasks. How-
ever, we only focused on TENsorFLow and PYTorcH, because only
one algorithm (i.e., RESNET-50) was implemented in MXNET.

Models. DEEPLEARINGEXAMPLES provides 46 state-of-the-art
models that one can to train and deploy on GPUs via DOCKER images.
From these 46 models, we selected and successfully configured six
models listed in Table 1. We selected the six models using the
following criteria.

(1) These models are implemented both in PYTorcH and TEN-
sorFLow, while other models are not. We ensured, through
manual analysis, that the models found in DEEPLEARNINGEX-
AMPLES, for PYTorcH and TENsoRFLOW, are identical to each
other in terms of functionalities and configurations.

(2) The models can be successfully executed on our execution
environment. For this, we tested each model to make sure
that they can run on our available hardware.

(3) The models are unique. For instance, for computer vision,
we removed different versions of the REsNET, leaving only
RESNET-50 in our data set. We performed this check as we
wanted to compare the energy consumption and run-time
performance of different models.

Table 1 lists the models obtained according to our criteria. We
have one model that belongs to the category of the recommender
systems and three models that belong to the NLP category. Addi-
tionally, from the computer vision category, we kept three unique
models out of five, because the other three models shared a consid-
erable overlap.

We needed to configure the DEEPLEARINGEXAMPLES benchmark
to the requirements of our study, so that we can perform fair com-
parisons between PyTorcH and TENSORFLOW [6, 8]. We present the
steps we followed. First, we checked whether all the configurations
of each model are alike for the two DL frameworks. Second, we exe-
cuted each model with its default configurations. Third, we changed
some of the default configuration (e.g., number of GpUs, epochs,
batches, seeds), because many times our GPU was running out of
memory or running for days without giving us a result. However, in
some cases, even after reducing all the available configurations and
running a model for days, we did not get any result (e.g., BERT [27]).
Therefore, we excluded such models from our data set.

Algorithms. In the data set we used in our study, we include
six DL algorithms implemented both in PyTorcH and TENsORFLOW.
In particular, the examined models use NcF, Tranformer-XL, GNMT,
RESNET-50, Mask R-CNN, and ssp. We briefly describe these algo-
rithms in the forth column of Table 1.

3.3 Evaluation Measures

For RQ1, we wish to measure the energy consumption and run-time
performance for different models written in the two pL frameworks
considered in this study. We measured both energy consumption
and run-time performance for the training and inference phases
of L. To calculate the run-time performance, we used the time
UNIx tool [9]. We considered the real time produced by the time
tool. To fetch the energy consumption measurements, we used
the PERF [2] and nvidia-smi [4] tools. At its heart, PERF uses the
Running Average Power Limit (RAPL [64]) framework to report
the energy consumption of a running model. RAPL uses hardware
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Table 1: Selected models from DEEPLEARNINGEXAMPLES.

Category Model Data set

Description

Recommender

Systems (Rs) NCF ml-20m

It filters and provides feedback based on the NcF specifications according
to He et al. [37].

Transformer-xL WikiText-103

Natural Language

Processing (NLP)
GNMT WMT16 EN-DE

It enables capturing longer-term dependency and resolves the context
fragmentation problem, built based on the study of Dai et al. [23].

It uses Google’s Neural Machine Translation System (GNMT) to translate
English to German, built based on the study of Wu et al. [87].

ResNet-50 Coco 2014

It is an image classification algorithm with low complexity developed
according to the study of He et al. [36].

It is a convolution-based neural network for the model of object instance

Computer Vision Mask rR-CNN Coco 2017
(ev)

SSD Coco 2017

segmentation, built according to the study of He et al. [35].
It detects objects in images, using a single deep neural network follow-
ing the study of Liu et al. [57].

performance counters to estimate the energy consumption of the
CPU cores, package (PKG), i.e., core and uncore components of the
processor, and main memory (RAM). We used RAPL since it is a well-
established utility that has been used in related work [24, 60, 71].
Furthermore, RAPL’s accuracy has been validated by various stud-
ies [26, 45, 46, 66] and it offers a high sample interval (a single
reading per one millisecond). To collect the energy measurements
from the GpU, we used the NVIDIA-SMI, a command-line tool devel-
oped and maintained by NvIDIA. To our knowledge, NvIDIA-sMI is
the only available tool to fetch energy measurements from a Gpu.

For RQ2, we argue about the accuracy of models that are effi-
cient regarding energy consumption and run-time performance.
Therefore, we measured the accuracy of the different models used in
our study, including hit rate, perplexity, BLEU, Top-5 error rate, av-
erage precision, and precision. The evaluation measures are model-
dependent. The selected measures are used by the authors who
introduced the models used in our study [23, 35-37, 57, 87]. Hit rate
aims to show the success rate of recommender systems, in suggest-
ing the top items from a top-N list [25]; it is desired to have a high
hit rate. Perplexity is an exponentiation of the entropy; lower values
of this measure suggest more accurate models [42]. BLEU (BiLingual
Evaluation Understudy) measures the difference between human
and machine-translation output; a high BLEU score indicates a better
model [67]. Top-5 error rate shows the fraction of test images for
which the correct label is not among the five labels; low values of
this measure are desired [48]. The last two measures are precision
and average precision. Both measures are desired to be high.

For RQ3, we wish to investigate whether there exist functions
called from the PyTorcH or TENsorRFLow frameworks into the
models under examination that consume considerable energy and
impact run-time performance. To achieve this, we used a profiling
tool called cProfile [7]. The tool produces run-time execution
measurements of an application’s function and library calls. Specif-
ically, cProfile offers information such as the number of times
each function is invoked by an application under test, the total time
taken by each function, and the total time taken per call. Along with
cProfile, we utilized gprof2dot [3], a command line tool to plot
dot graphs from cProfile. By using gprof2dot, we were able to
point out the exact path of the functions invoked by a model. This

tool also helped us to analyze the source code of those functions
that were energy hungry or run-time inefficient.

3.4 Execution Framework

To automate the evaluation of the energy consumption and run-time
performance of the selected models, we implemented a framework
called PRENGDL [6, 8] to support the reproducibility of our study.
PRENGDL offers the following capabilities:

e installs all necessary packages and modules of our experi-
ments through an Ansible script;

e sets up the test-bed configurations with the parameters used
in our experiments to reproduce our results for each model;

o checks whether the corresponding GpuU is compatible with
the experiments’ setup and ensures all the necessary depen-
dencies are installed to get all the measurements;

o sets the power governor to the Performance mode to avoid
reducing the performance of our experiments [18, 79];

e can execute all experiments multiple times and report the
progress of the experiments;

e compiles a report on the executed models with mean values.

3.5 Experimental Settings

All experiments run on a server equipped with two 6th generation
Intel(R) Xeon(R) Gold 6154 cpU running on 3.00 GHz as basic fre-
quency totaling into 72 logical cores and 96 GB of main memory.
We used Python 3.7 and shell scripts for our experiments, and
the latest available docker containers (PYTorcH and TENSORFLOW
release 20.06-py3), available from the Nvip1A GPU Cloud Reposi-
tory; it is updated on monthly basis and includes all the required
dependencies needed for one to run the models.

Before running our experiments, we stopped all the unnecessary
background processes (as suggested in other similar studies [19,
20, 39]) to let our system reach a stable condition (i.e., where the
energy consumption is stable). Then, we started executing models to
obtain their energy consumption and run-time performance. After
the end of each model’s execution, we let the computer remain idle
for one minute (using the sleep command). In this manner, we
were able to avoid tail power states [13] and allow the system to
reach a stable condition again (idle energy consumption) before
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executing the next model [21]. Finally, to reduce any noise in our
measurements, we executed the above steps ten times for each
model. It took us & 135 hours to collect the energy consumption
and run-time performance measurements for all experiments.

4 RESULTS
4.1 Answer to RQ1

Our goal is to find which framework is more energy and run-time
efficient for the models under examination. Table 2 and Table 3
present the energy consumption (in Joules) and run-time perfor-
mance (in seconds) measured during the training and inference
phases of our experiments, respectively. We use the abbreviations
PKG for the core and non-core components of the processor, RAM
for the main memory, and GpU for the graphic card. To compare
our results we use the following equation:

P/Pmin (1)
Where p is the measurement and p;, is the minimum value of
energy consumption or run-time performance for each model. If
X = p/Pmin, the model giving p i, is x times more energy or run-
time efficient than p’s implementation. Moreover, we report the
mean values of the energy consumption of PkG (core and uncored
components of a processor), RAM, and GPU for a particular model.
The median values are also available in our replication package [8]
and online repository [6]. The highlighted cells of the tables show
which framework has the most energy or run-time efficient results
for the corresponding model. Additionally, to assess for statistically
significant differences and their magnitude, we report the results
of the Wilcoxon Signed Rank Test [17] (with a confidence level of
0.05 and a Bonferroni correction for multiple hypothesis testing),
and the non-parametric Vargha and Delaney’s A1 statistic [81],
respectively.?

Table 2 summarizes the results from the training phase of the
models. We observe that TENsoRFLow outperforms PYTorcH for
training an NCF model by being 2.1x faster and 1.5x more energy ef-
ficient. By contrast, PYTorcH scored better for the Transformer-xr
and GNMT models compared to TENsoRFLow. In particular, PYTorcH
trained a Transformer-xL and GNMT model 1.7x and 3.1x faster com-
pared to its counterpart. PYTORCH consumed 1.5x fewer energy to
train a Transformer-xL model viz-a-viz TENSORFLOW. Moreover, to
train a GNMT model, PYToRcH needed 2.8x less energy compared to
TeNnsorFLow. For training computer vision models, TENSORFLOW
was much more energy and run-time efficient than PyTorcH. Specif-
ically, TENSORFLOW’s run-time performance is 1.2x, 1.2x, and 2.7x
more efficient for RESNET-50, Mask R-CNN, and ssD, respectively.
Similarly, for RESNET-50, TENSORFLOW was 1.2x more energy effi-
cient than PYTorcH’s implementation. Likewise, for Mask R-CNN,
TENSORFLOW was 1.1x less energy demanding than PyYTorcH’s im-
plementation. For training an ssp model, TENSORFLOW was again
3.1x more energy efficient than PYTorcH’s implementation. The

2Given a performance measure M, the Ay statistic measures the probability, where
implementing a model with a framework A yields better results than implementing it
with a framework B. If the two implementations are equivalent, we will get Ay =0.5.
If the first implementation performs better than the second one, we can have the
following cases: Alz is considered small for 0.6 < A]Z < 0.7, medium for 0.7 <
A]Z < 0.8, and large for Alz > 0.8.
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statistical tests (see Table 2) confirm that the results in the train-
ing phase are statistically different with a large effect size in 24
out 24 cases (100%), with TENSORFLoOW significantly outperforming
PYTORCH in 16 out of 24 cases (76%).

Table 3 shows the results for the inference phase. From the
collected results, we observe that TENSORFLOW achieves the best
results for an NCF model. Particularly, TENsORFLOW needed 1.4x
less time and 1.7x less energy for inference, compared to PYTorcH.
Again, similarly to the training process, PYTORCH took less time
and consumed less energy to train models under the category of
NLP. Specifically, PyTorcH took 2.4x and 3x less time to train a
Transformer-xtr and GNMT model, while it also used 2.1x and 2.7x
less energy to train a Transformer-xL and GNMT model, respectively.
For the computer vision category, TENSOrRFLow only performed
better than PYTorcH for a RESNET-50 model. In particular, TEN-
SORFLOW’s implementation was 1.2x and 1.7x more run-time and
energy efficient than PYTorcH’s, respectively. To infer a Mask Rr-
cNN and ssp model, PYToRcH was 1.3x and 1.7x faster, while also
being 1.1x and 1.5x more energy efficient than TENSORFLOW’s im-
plementations, correspondingly. The statistical tests confirm that
the results achieved by the two frameworks in the inference phase
statistically differ, with a large effect size for 21 out of 24 cases
(87%), and are in favor of PYTORCH in 16 out of these 21 cases (76%).

Answer to RQ1: We find that TENsorRFLOW is the least costly
framework for training recommender systems and computer
vision models, while PYToRcH is the cheapest for training NLP
models. When it comes to model inference, TENSORFLOW is
better for the recommender systems and for the RESNET-50
computer vision model, while PYTorcH outperforms TENSOR-
Frow for the remaining models. Overall, we observe that the
cheapest framework for the training phase is TENSORFLOW,
while PyTorcH achieves the least costly inference.

4.2 Answer to RQ2

Our goal is to find the energy and run-time performance trade-offs
against the selected models’ accuracy. Figure 1 depicts the accuracy
of each model selected in our study, along with the corresponding
run-time performance and energy consumption. To identify the
run-time, energy (combined energy of PG, RaM, and GPU), and
accuracy trade-offs, we utilize the combined results of training
and inference summarized in Table 2 and Table 3, along with the
accuracy results illustrated in Figure 1.

We use the combined results of training and inference, because
obtaining the final accuracy involves both the training and infer-
ence steps. Additionally, we compare and discuss our results by
using the equation 1, as we did for RQ1. We use the basic configu-
rations for executing the experiments, since we are interested in
measuring energy and run-time performance, and we do not tune
the configurations such that to achieve the best accuracy. To gather
accuracy results, we run only once our techniques since according
to the related work [74], using the same and basic configurations,
the models will be deterministic, and accuracy will remain the same.

Figure 1 presents the trade-offs among the three aspects i.e.,
energy consumption (y-axis), run-time performance (size of cir-
cle), and accuracy (color of the circle). For example, TENSORFLOW’s
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Table 2: RQ1. Mean values for the energy consumption (in Joules) and run-time performance (in seconds) of training. The
Wilcoxon statistical significance test results (p-value) and effect size (A;2) are also reported.

Model PKG Energy RrAM Energy GPU Energy Run-Time

PyTorcH TENSORFLOW p-value (Alz) PyTorcH TENSORFLOW p-value (Alz) PyTorcH TENSORFLOW p-value (Alz) PyTorcH TENSORFLOW p-value (Alz)
NCF 327,561 280,428 < 0.001(1) 51,537 29,300 < 0.001(1) 173,505 85,127 0.001(0.9) 5,901 2,710 < 0.001(1)
Transformer-xr. = 144,781 201,979 < 0.001(1) 15,151 24,791 < 0.001(1) = 113,754 187,333 < 0.001(1) 1,431 2,495 < 0.001(1)
GNMT 195,975 604,856 < 0.001(1) 25,164 75,908 <0.001(1) 196,911 521,321 < 0.001(1) 2,515 7,805 < 0.001(1)
ResNet-50 368,245 258,787 < 0.001(1) 39,506 31,752 < 0.001(1) 236,041 216,157 < 0.001(1) 3,472 2,826 < 0.001(1)
Mask R-CNN 255,395 198,027 <0.001(1) 27,897 22,739 <0.001(1) 176,012 146,886 < 0.001(1) 2,438 2,028 < 0.001(1)
SSD 590,050 185,356 < 0.001(1) 63,835 22,678 < 0.001(1) 412,664 120,646 < 0.001(1) 5,667 2,072 < 0.001(1)

Table 3: RQ1. Mean values for the energy consumption (in Joules) and run-time performance (in seconds) of inference. The
Wilcoxon statistical significance test results (p-value) and effect size (A;2) are also reported.

Model PKG Energy RAM Energy GPU Energy Run-Time

PyTorcH TENSORFLOW p-value (A;z) PyTorcH TENsORFLOw p-value (Ajz) PyTorcH TENsORFLOW p-value (Ajz) PyTorcH TENSORFLOW p-value (Apz)
NCF 16,697 11,275 0.48(0.6) 1,780 1,231 0.48(0.6) 5,049 1,829 < 0.001(1) 159 113 0.48(0.6)
Transformer-xL 21,789 42,037 < 0.001(1) 2,333 4,657 < 0.001(1) 14,968 38,769 < 0.001(1) 208 509 < 0.001(1)
GNMT 3,205 9,638 < 0.001(1) 346 992 < 0.001(1) 1,465 3,406 < 0.001(1) 31 96 < 0.001(1)
ResNet-50 88,653 36,531 < 0.001(1) 9,333 5,356 <0.001(1) 53,168 45,812 < 0.001(1) 776 603 < 0.001(1)
Mask R-CNN 103,321 106,301 < 0.001(0.9) 11,120 13,529 < 0.001(1) 70,858 81,806 < 0.001(1) 963 1,337 < 0.001(1)
SSD 42,906 67,035 < 0.001(1) 4,554 8,048 <0.001(1) = 17,122 26,893 < 0.001(1) 408 717 < 0.001(1)

implementation of GNMT not only consumes higher energy than 4.3 Answer to RQ3

PyTorcH’s implementation, but also takes longer to execute (and,
thus, it has a larger circle compared to PyTorcH). However, TENSOR-
FLow’s GNMT shows slightly better accuracy than the PYTorcH's
implementation. Therefore, the circles have the same color.

For the NcF model, TENSORFLOW not only outperforms PyTorcH
in terms of energy consumption and run-time performance, but
also in terms of accuracy, having 1.1x better hit rate. For the
Transformer-xL model, we observe that PYTORCH is 1.2x more accu-
rate. However, for the GNMT model, PYTORCH is 1x more inaccurate
than TENsorFLow. For the computer vision models, we find that
TeNsorFLOW has better accuracy for the RESNET-50 model, since
the top-5 error rate of PYTORCH is 44x higher than TENSORFLOWs.
We also observe for the ssb model that TENsoRFLow has 2x bet-
ter precision compared to PyTorcH. For Mask R-CNN, we obtain
zero results for both frameworks, as the used configurations and
hyper-parameters did not contribute to a visible accuracy.

Answer to RQ2: The collected results suggest that better en-
ergy consumption and run-time performance—in most cases—
yield better accuracy results as well. Overall, we find that
TensorFLow has similar accuracy to PYTorcH, under the
configurations and parameters used in our study.

Table 4: RQ3. Energy and run-time performance tests.

Tuples PyTorcH TENSORFLOW
PKG Energy-Run-Time 0.25 0.88
RAM Energy-Run-Time 0.88 0.94
GPU Energy—-Run-Time 0.42 0.60

Our goal is to identify Aris of the frameworks under examination
that consume a significant amount of energy and are run-time
inefficient. We analyze such functions, which the models invoke,
that contribute more than 1% to the total execution time of the
training and inference of a model (see tables 5, 6, 7, and 8). We
select such a low threshold since any function call with lower
than 1% of execution time might have a negligible impact on the
energy and run-time performance of the training and inference of
a model. The complete profiling of our experiments is available
in our replication package [8] and online repository [6]. Table 5,
Table 6, Table 7, and Table 8 present the collected results for each
model, the corresponding function name, number of calls, the total
execution time (run-time), and the portion, in terms of percentage,
of the total execution time.

To the best of our knowledge, there are no available tools to mea-
sure the energy consumption of a model in terms of milliseconds;
thus, it is challenging for one to collect energy measurements with
a high sampling rate and map them to the energy consumption of
the selected models. Additionally, since the total energy consump-
tion is a function of the power usage multiplied by the total time
spent on a model (see Section 2), we consider that greater total time
taken by a function (of PYTorcH or TENsORFLOW) also increases
energy consumption. Therefore, in Table 5, Table 6, Table 7, and
Table 8, we report only the run time. Furthermore, we perform the
Spearman’s correlation test (since our data does not follow a normal
distribution), and find that PYTorcH and TENSORFLOW’s energy
consumption and run-time performance have, on average, a posi-
tive moderate and very strong monotonic correlation, respectively
(see Table 4). Table 4 presents the results for the correlation test of
each framework and the resources tested. The detailed call-graphs
used, along with the performance measures (in figures), can be
accessed in our replication package [8] and online repository [6].
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Table 5: RQ3. PYTORCH training. Function name, number of calls (Ncalls), run-time, cost against the total run-time (%), and
type where m stands for complex calculations, O complex implementation, e large data, ¢ device dependency, and — unknown.

The same symbols apply to Tables 6, 7, 8.

Model Function Name Ncalls Run-Time Cost Type
Torch.autograd.backward 1,551,700 2,348 39% -
Torch.addmm 6,206,856 374 6.2% [ ]
Torch.cat 3,103,434 308 5.1% O
NCF Torch.nn.functional.embedding 6,206,856 234 3.8% .
Torch.nn.functional.dropout 4,655,142 171 2.8% .
Torch.nn.functional.relu 4,655,142 131 2.1% [ ]
TorchTensor.t 6,206,856 66 1% -
Torch.autograd.backward 4,000 950 48.9% -
Transformer-xL Torch.Tensor.item 79,160 376 19.3% -
Torch. Tensor.nonzero 18,628 142 7.3% -
Torch.autograd.backward 27,327 1,218 47.4% -
CNMT Torch. Tensor.sum 54,823 67 2.6% ]
Torch. Tensor.mul_ 3,229,116 51 1.9% [ ]
Torch Tensor.add 2,389,992 37 1.4% ]
Torch.cuda.synchronize 7,404 2,880 83.6% &
Torch.autograd.backward 7,404 331 9.6% -
ResNet50 Torch.nn.Convad 392,412 61 1.9% "
Torch.Tensor.item 7,524 44 1.2% -
Torch.Tensor.item 37,960 1,013 52.9%
Mask R-CcNN Torch.tensor 48,524 515 26.9% o
Torch.autograd.backward 1,000 54 2.8% -
Torch.Tensor.zero_ 2,706,186 1,143 21.9% ul
Torch.cuda.synchronize 14,786 1,051 20.2% O
SSD Torch. Tensor.add_ 5,411,493 522 10% ]
Torch.autograd.backward 14,786 329 6.3% -
Torch.Tensor.mul_ 2,705,655 174 3.3% ]

PyTorcH Training. The obtained results for PYTorcH indi-
cate that the functions of Ap1s such as Torch. autograd.backward
and Torch.cuda.synchronize contribute to the most time
taken in training a model (see Table 5). Specifically, we find
that all of our models spend on average 25.6% of their to-
tal execution time on the function run_backward, which is in-
voked by the Torch.autograd.backward ar1, responsible for
computing a tensor’s gradients. We also observe that the
Torch.cuda.synchronize Ap1 can take up to 51.9%, on average,
for training an RESNET-50 or ssb model. The corresponding func-
tion waits for all kernels of all streams for the GpU card to complete.
Apart from the aforementioned functions, we find that a function
called by the Torch.Tensor object—such as t, item, nonzero,
sum, zero_, add_, and mul_—takes up, on average, to 11.1% of
the total execution time. Functions to the object Torch.Tensor,
such as add_, mul_, and sum, are responsible for performing arith-
metic calculations on tensors, while item returns the value of a
tensor, t is responsible to transpose dimensions, and so on. Finally,
for training a recommender system, we observe that functions such
as Torch. addmm (matrices multiplication), Torch. cat (tensors con-
catenation), Torch.nn.functional.embedding (retrieval of word
embeddings using indices), and Torch.nn.functional.relu (ap-
plies a rectified linear function to given elements) contribute to
6.2%, 5.1%, 3.8%, and 2.1% of the total execution time, respectively.

PyToRrcH Inference. In contrast with PYToRCH’s training pro-
cess, for inference, there is not a single ap1, for all our models, that is
responsible for taking the most of the execution time. However, as in
the training process, in RESNET-50, Torch. cuda. synchronize and
Torch.nn.Conv2d functions take up to the most of the inference
time. For NcF, Transformer-xr, RESNET-50, and Mask R-CNN, we
observe that similar functions are invoked in the training process—
except for the Torch.autograd.backward being invoked in the
training only—and contribute to the most of the execution time.

TENsoRFLow Training. When it comes to TENSORFLOW’S
training process, we find that all the models, apart form Mask
R-CNN, use the TensorFlow. Session.run ApI at 90.3%, on average,
of their total training time. The corresponding AP1 is responsible for
running computations and evaluating the tensors. The specific func-
tion that is eventually invoked by TensorFlow. Session.run is the
_pywrap_tensorflow_internal.TF_SessionRun_wrapper. For
Mask R-cNN, we observe that TensorFlow.keras.Model.fit
takes 98.7% of the total execution time to train the model.

TENsoRFLow Inference. TensorFlow.Session.run is found
to take the most of the execution time for model inference, which
is 55.6%, on average. In comparison with the whole model imple-
mentation, we observe that NCF’s inference process is not affected
to a great extend by the TENSorRFLow framework. This possibly
happens because many other libraries are used by the developers in
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Table 6: RQ3. PyTorcH inference. Functions, number of calls (Ncalls), run-time, cost against the total run-time (%), and type.

Model Function Name Nealls Run-Time Cost Type
Torch.addmm 874,240 17 19.1% ]
Torch.cat 437,123 15 16.6% ul
NCF Torch.nn.functional.embedding 874,240 8 9.4% .
Torch.nn.functional.relu 655,680 5 6.2% ]
Torch.Tensor.t 874,240 2 2.8% -
Torch.sigmoid 218,560 2 2.3% -
Torch.Tensor.item 87,945 69 32.6% -
Torch.Tensor.nonzero 19,544 38 18% -
Transformer-xL Torch.einsum 234,528 15 7.1% ]
Torch.cat 175,896 6 2.9% [m]
Torch.Tensor.matmul 390,880 6 2.8% [ ]
Torch.Tensor.to 117 1 3.6% O
GNMT Torch.nn.Istm 7680 1 2.9% n
Torch.Tensor.matmul 7,584 1 1.3% ]
Torch.cuda.synchronize 4,650 644 84.5% o
ResNet50 Torch.nn.Convad 246,450 24 3.2% "
Torch.tensor 81,819 578 60.6% O
Torch.nn.Conv2d 380,000 24 2.6% ]
Mask R-CNN Torch.Tensor.nonzero 400,000 17 1.8% -
Torch.Tensor.float 1,505,005 16 1.7% .
Torch.Tensor.to 105,312 16 1.7% O
Torch.Tensor.type 9,735,395 14 1.5% -
Torch.max 455,439 6 1.3% )
ssb Torch.nn.Conv2d 10,075 6 1.3% | ]
Torch.Tensor.item 465,344 5 1.3% -

Table 7: RQ3. TENsoRFLOw training. Functions, number of calls (Ncalls), run-time, cost against the total run-time (%), and type.

Model Function Name Ncalls Run-Time Cost Type
NCF TensorFlow.Session.run 1,551,702 2,325 69.3% [m]
Transformer-xL TensorFlow.Session.run 4,004 1,447 96.4% m]
GNMT TensorFlow.Session.run 30,718 7,654 95.4% [m]
ResNet50 TensorFlow.Session.run 7,509 2,825 97.8% ]
Mask rR-CNN TensorFlow.keras.Model fit 1,004 1,993 98.7% .
SSD TensorFlow.Session.run 20,101 1,920 92.7% ]

Table 8: RQ3. TENsorRFLow inference. Functions, call number (Ncalls), run-time, cost against the total run-time (%), and type.

Model Function Name Necalls Run-Time Cost Type
NCF TensorFlow.Session.run 34 4 1.2% O
Transformer-xL TensorFlow.Session.run 1,630 481 96.4% m]
CNMT TensorFlow.Session.run 30 43 31.7% m]
TensorFlow.io.gfile.GFile 8,142,390 16 12.1% m]
ResNet50 TensorFlow.Session.run 5,006 575 97.6% O
Mask R-CNN TensorFlow.Keras.Model.predict 1,559 830 84.6% )
ssb TensorFlow.Session.run 5,007 371 52.5% O
TensorFlow.io.gfile.Glob 1 298 42.2% O

the inference phase, apart from TENSORFLOW, taking up to the most
of the total execution time. Moreover, for Mask R-CNN, we observe
that TensorFlow.keras.Model.predict consumes 84.6% of the

total execution time in inference. We also observe two classes from
TensroFlow.io.gfile, namely GFile (an asynchronous file 1/0
wrapper) and Glob (returns a list of files by using pattern matching).
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Figure 1: RQ2. Comparison of energy-consumption, run-
time performance (Rt), and accuracy (Acc) between TENSOR-
FLow and PyTorcH. The size of a circle represents the run-
time performance (i.e.,, the bigger the circle, the lower the
run-time) and color represents the value of accuracy met-
ric (i.e., the darker the circle, the higher the accuracy); the
interpretation depends on the metric of the model. Accu-
racy has been computed with Hit Rate (NFc), Perplexity
(Transformer-xr), BLEU (GNMT), Top-5 error rate (RESNET-
50), Avg. Precision (Mask R-cNN) and Precision (ssD).

Although Glob is invoked only a single time, it takes a huge toll on
the inference process of ssp (i.e., 42.2% of the total execution time).
Likewise, GFile calls take 12.1% of the total execution time in the
inference of the GNMT model.

Answer to RQ3: Most of the times, specific ApIs are most
demanding and take the majority of the training and in-
ference time of the models examined. Overall, PYTORCH’s
autograd.backward and TENSORFLOW’s Session.run are
the most performance intensive API calls.

4.4 Discussion

Analysis of Documentation and Source Code. Our results show
that there are functions in the Ap1s of PyYTorcH and TENsORFLOW
that may slow the execution of pL applications and consume more
energy. Therefore, the first two authors of this paper manually in-
vestigated the functions’ documentation and source code (function
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body) in the PYTorcH and TEnsorFLow frameworks for all the
functions listed in Tables 5, 6, 7, and 8. In case of a disagreement
between the two authors, there was a discussion, between them, to
reach a consensus [6, 8].

Our manual analysis revealed that in the documentation of these
functions there is not any particular information regarding energy
consumption or run-time performance. We also read the source
code of the functions identified and found four types of issues that
could be improved in the future. As it is shown in Tables 5, 6, 7,
and 8, we identified: (1) nine unique functions performing complex
calculations, (2) six unique functions having complex implemen-
tation (e.g., with many control flows), (3) seven unique functions
that can handle large data, and which performance depends on the
data magnitude, and (4) two unique functions which performance
depends on the device characteristics used. We also found six meth-
ods in PYTorcH that we were unable to categorize, because these
methods were either written in another language than Python or
because we lack the knowledge to understand their source code.

Suggestions. Based on our manual analysis, we suggest that
since there is a need for greener pL frameworks [77], extra informa-
tion on energy consumption, run-time performance, and minimum
required configurations should be systematically included in the
documentation of such frameworks, in the future.

pL frameworks could, for instance, include in their documen-
tation new “energy and performance-related text fields” for each
method and special symbols for each method type (e.g., as we do
in the last column of Table 5) to indicate the requirements. For
example, the PYTorcH documentation [1] is currently limited, and
in the future it would be good to include the minimum hardware
requirements, at least.

Developers could also list constraints regarding energy and per-
formance requirements, possible errors, or energy and performance
issues that can happen at run-time, as well as provide default
values to avoid run-time issues. Furthermore, annotations (e.g.,
as @NonNull in Java 8) could be added to the documentation to
warn developers about potential energy/performance inefficiencies,
which could be encountered at run-time. These observations could
be drawn from the testing and evaluation of the energy and perfor-
mance of DL frameworks. Using PRENGDL, we hope that energy and
performance metrics of DL frameworks could be gathered system-
atically. We, however, acknowledge that these suggestions should
be further validated in future work, possibly involving researchers
and practitioners.

For functions that are complex or handle large data, DL re-
searchers may consider to optimize the performance of existing
algorithms themselves, and, then, b1 frameworks can be updated
accordingly. For functions with a complex implementation, the de-
velopers of DL frameworks may consider directly optimize their
existing code by leveraging, for example, the Genetic Improvement
of software [72] (which studies how to automatically modify the
source code to improve software’s non-functional properties).

In the following paragraphs, we summarize the key take-aways
of our study for researchers and practitioners that develop DL frame-
works. Furthermore, we suggest steps that a user of a pL framework
could follow, according to the insights of our study, to write more
efficient programs when using PyTorcH and/or TENSORFLOW.
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Key Take-aways. To summarize, our study offers the following
take-aways to researchers and practitioners that use bt frameworks:

e The study raises awareness on the fact that different pL
frameworks incur different energy and performance costs
for both the training and inference phases. Our results show
that no framework is best for all tasks investigated and, thus,
call for actions to allow users to consider and understand
energy and performance requirements when selecting a DL
framework.

o The proposed approach (PRENGDL) can help future studies in
this domain, by offering a comprehensive and sound method
to automatically measure and compare energy and run-time
performance.

e The deficiencies we found, in the current documentation of
DL frameworks, reveal the need for new green-aware docu-
mentation of DL frameworks.

Steps. To improve efficiency, a user of a DL framework may
consider the following steps: (1) run small experiments first, and
test configurations, before running large-scale experiments, (2) use
profiling approaches on small experiments to estimate resources to
be used for large experiments afterwards, (3) analyze the energy-
accuracy trade-offs to decide whether energy and performance
should be sacrificed over accuracy.

To conclude, we hope that the methodology presented in
this paper, together with its publicly available implementation
(PRENGDL [6, 8]), can aid users to assess DL frameworks’ energy
and run-time performance.

5 THREATS TO VALIDITY

Internal Validity. Due to hardware constraints, we used basic con-
figurations and parameters of the models to facilitate the training
process on our test-bed. The reader should consider that some of
the obtained results may vary significantly based on the used Gpus
or cpu architectures. Using different configurations can impact the
accuracy score, reported in Figure 1. However, our current aim
is to investigate the energy and run-time performance of two pL
frameworks while performing the same models. Therefore, we plan
to examine the impact of different configurations on accuracy in the
future. Also, in Section 4.3, we found that two functions under the
gfile module of PyYTorcH have a heavy toll on the performance
of the framework. This fact could have been caused by our server
system’s slow hard-disk drive. However, for the fair comparisons
of our findings, we calculated correlation scores, in Table 4. We
acknowledge that hardware is not always a limitation, for example
for large companies accessing large computing resources. Thus, we
wish to run our experiments in an industrial setting, in the future,
to show the implications of hardware on our results.

The energy and the run-time performance of an application
under test can be affected by many different factors, such as running
background processes, daemons, and so on. We tried to limit as
much as possible such interference. Having full control over the os’
workload and background operations is hard, because, at any time,
different daemons, for instance, may operate. This could affect
our calculations, too, and the results may vary among different
executions. However, this issue is common in such studies. We also
set one minute of idle time between each execution of our tasks,
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because we found that this time budget is sufficient for our system
to reach a stable condition. Using another time budget may give
different results.

Finally, our manual analysis, for the functions found in Sec-
tion 4.3, many suffer from human errors. To eliminated this issue,
two validators cross-checked the results and we made our results
publicly available [6, 8].

External Validity. Regarding the generalizability of our find-
ings (Section 4), we admit that our results regard the models and
frameworks selected in our study. However, we argue, that the
benchmarks used are developed from well-known research studies
as mentioned in Section 3. In the future, we wish to execute our
study using other benchmarks to strengthen the generalizability of
our findings and balance the categories of the models used in our
experiments (Table 1). We note that we kept the same version of
the packages and modules used originally in the DEEPLEARNINGEX-
AMPLES repository, since these tasks are extensively tested and
developed on monthly basis according to NvIDIA’s developers [5].
Therefore, under different versions the results may differ slightly.

Reliability. For the reproducibility of our study, we developed
an execution framework, PRENGDL, and we made it publicly avail-
able, as well as the inputs and outputs of our experiments [6, 8].
We also provide a configuration management script to enable the
installation of modules and tools needed to run our tasks.

6 RELATED WORK

Many studies examine the accuracy of pL. However, a few studies
focus on pL’s energy consumption and run-time performance [77].
Researchers have pointed out though that the field of DL is energy
demanding. Thus, DL also contributes to the increased CO, emis-
sions, and has a great financial cost as well [14, 15, 55, 76, 78, 84].

Several research studies introduced practices on how to use tra-
ditional ML efficiently to reduce energy consumption. For instance,
Mclntosh et al. [59] performed an empirical study to examine which
algorithms are less energy demanding to train ML models for An-
droid devices. Their results suggest that j48, smo, and MLP contribute
to more energy efficiency, better accuracy, and show a correlation
to algorithms’ complexity. Moreover, the authors pointed out a
number of factors that can significantly affect the energy consump-
tion of ML for Android devices, such as the data set size and the
number of fields. To suggest changes in Java-based source code for
ML, Kumar et al. [49] introduced jEPO, an Eclipse plugin that can
help in optimizing ML source code regarding data types, operators,
strings, exceptions, objects, and arrays. In addition to the previ-
ously mentioned studies, Kan et al. [44] proposed the Eclass that
makes use of the Dynamic Voltage Frequency Scaling mechanisms
to reduce the energy consumption of a computer, while training a
ML model. The suggested approach increased the average energy
savings by 9.1%.

Furthermore, researchers performed studies to investigate and
suggest changes for popular pL models to make them more efficient.
For instance, Zhang et al. [89] conducted a preliminary study to
find the latency, memory footprint, and energy usage of ALEXNET
and SQUEEZENET implemented using TENsORFLow, TENSORFLOW
Lite, PyYTorcH, MXNET, and CAFFE2. As a result, the authors found
that there is not a single framework that outperforms the others.
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Wang et al. [84] proposed an approach of dropping unnecessary
computations from cNN models running on FPGAs to reduce energy
consumption. The authors achieved energy savings ranging from
60% to 90%, with an accuracy loss of 1.2% to 2% for RESNET74,
RESNET110, and MOBILENETV2, respectively.

Other researchers proposed guidelines on how to fetch energy
measurements for studies with respect to ML [32]. Specifically, the
study of Garcia-Martin et al. [32] states the limitations of various
approaches used by researchers to estimate the energy consump-
tion of model training and proposes ways to build models that can
estimate the energy consumption on different hardware systems.
Likewise, in the study of Fu et al. [31], the authors developed models
to estimate the energy consumption of machine learning applica-
tions. Similarly, Pathak et al. [70] used system calls to generate
power models for estimating smart-phones’ energy consumption.
Furthermore, Bornholt et al. [13] argued that using only a ML model
is not enough to estimate the energy consumption of applications.

This study. We examined how two of the most popular DL frame-
works (PyTorcH and TENSORFLow) perform for bL models from
different categories. Closer to our study is the preliminary work
by Zhang et al. [89]. Zhang et al. [89] assessed the performance
of running a trained model (i.e., not during the training phase)
with the purpose of assessing the use of different hardware for
two pre-trained models, namely ALEXNET and SQUEEZENET, from
one category (i.e., image classification). By contrast, we measured
the performance during both the training and inference phases
of six different models from three different categories (i.e., recom-
mender system, NLP, and computer vision).? Besides, our empirical
methodology is more robust including, for instance, statistical tests,
effect size, and mitigations for stochastic behavior. Additionally,
we found which pr framework is more energy and run-time ef-
ficient for certain models and investigated the trade-offs of the
frameworks accuracy. Finally, we investigated the reasons behind
the obtained results concerning which functions or libraries are
hurting the performance of the frameworks examined, and we
provided some initial suggestions for pL frameworks’ users and
makers/developers.

7 CONCLUSIONS

High accuracy of DL comes at the cost of high computational cost
and resource utilization. In this study, we studied and compared the
energy consumption and run-time performance of two commonly
used pr. frameworks (PYTorcH and TENSORFLOW). We found that
TENsORFLow performs better for training models of the recom-
mender systems and computer vision categories, and PyYTorcH of
the NLP category. Regarding inference, TENsORFLOW performs bet-
ter than PYTorcH only for the recommender systems and RESNET-
50 categories. Furthermore, we found that better energy consump-
tion and run-time performance—in most cases—yield better accu-
racy results. Overall, TENSORFLOW is more energy and run-time

30ur choice of models is guided by maximizing the number of different categories
and algorithms studied, while using publicly available, actively maintained, and tested
implementations, in two DL frameworks. The models (ALEXNET and SQUEEZENET)
used by Zhang et al. [89] cannot be used in our study, because SQUEEZENET is not
implemented for TENsORFLOW and ALEXNET provides only a pre-trained model. For
our study, we need access to the source code to train the models and take measurement
during this phase. However, we could not locate the training source code for ALEXNET
and SQUEEZENET.
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efficient compared to PYToRcH in the training phase, but less effi-
cient for the inference phase. We also identified specific Ap1s and
functions (from PyTorcH and TENSORFLOW) that are most resource-
hungry and take the majority of the training and inference time.

Our results can have several implications for researchers and
practitioners:

e pL frameworks show a significant model-sensitive differ-
ence in their run-time performance and energy consumption.
Therefore, pL developers may choose the most appropriate
framework for the model at hand, while keeping accuracy,
run-time performance, and energy consumption optimal.

e The training phase of DL frameworks is more expensive than
the inference one, thus, resulting in a higher footprint impact.
Consequently, DL users should consider appropriate steps
when using DL models with large data.

e Our manual analysis of the source code and documentation
of DL frameworks reveals that the current documentation
needs improvement [22], since it lacks, for example, informa-
tion about the minimum hardware requirements regarding
energy consumption and run-time performance. Therefore,
users are left with no indication on how to choose a pL
framework with regards to these aspects. These results raise
the awareness of the need for greener software for users, DL
library makers/developers, and researchers.

e Our manual code analysis and profiling identifies the most
expensive APIs. These findings can guide both researchers
and pr library makers/developers into the optimization of
the energy and performance of DL source code, which could
be attempted both manually or automatically by using, for
instance, the Genetic Improvement of software [72].
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