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Summary

Code smells indicate the presence of quality problems impacting many facets of software quality such as maintainability, reliability, and testability. The presence of an excessive number of smells in a software system makes it hard to maintain and evolve.

Software engineering researchers have carried out many empirical and mining studies on code smells impacting various dimensions of software development. Our first aim in this thesis is to understand the characteristics of code smells, such as their occurrence frequency, and relationships such as correlation and collocation among smells arising at different granularities. We aim to realize the experiment with an extended scale (i.e., number of analyzed subject systems) and breadth (i.e., mining a large variety of smells).

The software engineering community has proposed various methods to detect smells. Machine learning techniques offer a promising alternative to deterministic smell detection methods and provide the grounds for applying transfer-learning from one programming language to another. We aim to perform an exploratory study to investigate the feasibility of detecting smells using deep learning methods without carrying out extensive feature engineering. We would also like to explore whether transfer-learning can be employed in the smell detection context.

Apart from the production source code, other sub-domains of software such as configuration code in Infrastructure as Code (IaC) paradigm and database code are also prone to maintainability issues. Our next goal is to propose a method to identify quality issues in configuration code and carry out a maintainability analysis. We also would like to explore the relationships between different kinds of smells at inter- as well as intra-category. Similarly, we would like to propose a mechanism to collate, evaluate, and detect smells that may arise in database schema design. We would like to propose a method to investigate code quality of embedded SQL statements, understand the impact of quality issues in connection with properties of database and production code, and pinpoint areas where improvement in tools, processes, or methods could be proposed to keep the database quality high.

We perform a large-scale empirical study to analyze production code written in C# from maintainability perspective. We mine seven architecture, 19 design, 11 implementation smells from a large set of 3,209 open-source repositories containing more than 83 million lines of code. We find that cyclic dependency, cyclically-dependent modularization, and magic number are the most frequently occurring architecture, design, and implementation smells respectively. This observation may prompt developers to pay additional attention to avoid frequently occurring smells. Our analysis observes that smell density and size of a C#
project show a weak correlation. The co-occurrence analysis shows that the architecture smells exhibit a strong positive correlation with design smells. This implies that a project containing a high number of design smells would also exhibit a high number of architecture smells and vice-versa. We also perform fine-grain correlation between individual smell pairs using Spearman correlation analysis. The results of individual pair-wise correlation analysis indicate that design and architecture smells exhibit a non-monotonic relationship. The collocation analysis reveals that apart from a few selected smell pairs, architecture and design smells do not collocate with each other. We also explore the potential influence of design smells refactoring on architecture smells. Our analysis shows that up to one-third of architecture smells (in case of god component) may get removed if we refactor all detected design smells in the component. However, a significant number of architecture smells persist even after all the smells at design granularity were refactored. This result emphasizes the need to carry out smell detection and refactoring at all source-code granularities.

In our exploration with deep learning techniques to identify smells, we develop a set of tools (such as Designite, CodeSplit, and Tokenizer) and put together an experimental setup to detect smells, generate code fragments, and tokenize them to feed into our deep learning models (specifically, Convolution Neural Network and Recurrent Neural Network). We perform the experiments with various combination of hyper-parameters for each of the model. Our result establishes that deep learning methods (specifically CNN and RNN in our case) can be used for smell detection though the performance of individual models varies significantly. We find that there is no clear winner between 1-D and 2-D convolution neural networks; CNN-1D performs better for smells empty catch block and multifaceted abstraction while CNN-2D performs superior than its one-dimensional counterpart for smells complex method and magic number. We also observe that performance of the deep learning models is smell-specific. Our experiment with applying transfer-learning proves the feasibility of practicing transfer-learning in the context of smells detection especially for the implementation smell.

We extend the maintainability analysis to configuration code. We propose a catalog of 13 implementation and 11 design configuration smells based on commonly known best practices. We analyze 4,621 Puppet repositories containing 142,662 Puppet files and more than 8.9 million lines of code using Puppeteer — a configuration smell detection tool that we developed. Our analysis finds that the developers of Puppet repositories either do not introduce code-clones at all or they do it massively. The inter-category correlation analysis for configuration smells shows a strong correlation between smells belonging to different categories. Design configuration smells show 9% higher average co-occurrence among themselves than the implementation configuration smells. This observation affirms the belief that one wrong or non-optimal design decision introduces many quality issues and therefore suggests the developers to take design decisions critically and diligently. Design configuration smell density shows negative correlation whereas implementation configuration smell density exhibits no correlation with the size of a project. It shows that the number of design configuration smells decrease as the size of the configuration code increases.

Further, we carry out a comparative study between open-source and industrial code-
base from database schema quality perspective. The study investigates relational database schema smells and its relationships with application and database characteristics. We present a catalog of 13 database schema smells based on commonly known best practices to design databases. We carry out a survey to understand developers’ perspective on database schema smells. We download 16,052 open-source and acquire 840 industrial repositories, select total 2,925 repositories containing sql statements, analyze more than 629 million lines of code, extract more than 393 thousand sql statements, and detect more than 66 thousand instances of database schema smells. We observe that the smell index abuse occurs most frequently in database code. We also find that some smells such as adjacency list show significantly higher proneness to occur in industrial projects compared to open-source projects. Our analysis shows that the size of the host application has no impact on the density of database smells; however, smell density shows a positive correlation with the size of the database whereas application type (Desktop, Mobile, or Web) has no significant impact on database smell density. Finally, the use of an orm framework does not help developers to avoid database schema smells.

In summary, the thesis offers contributions to both research and practice aspects. From the research perspective, the thesis proposes methods to carry out large-scale (both in terms of number of subject systems and kinds of code smells detected) empirical studies for not only production source code but also for configuration and database code. The methods aim to understand characteristics of code smells at different granularities and subfields of software engineering as well as to explore interesting relationships among the smells. In addition, the thesis presents a detailed mechanism to show the feasibility of detecting code smells using deep learning methods. Also, the method applies transfer-learning to showcase that a deep learning classifier trained from a programming language can be used to identify smelly code fragments belonging to another programming language. Apart from research-oriented contributions, the thesis also adds contributions towards software engineering practice. The thesis offers a set of tools: Designite—to detect a wide variety of implementation, design, and architecture smells in C# source code, Puppeteer—to identify configuration smells in Puppet code, DbDeo—to identify database schema smells in embedded sql statements. Practitioners may use the various features offered by the tools to identify maintainability issues in not only their production source code but also in their database and configuration code to reduce technical debt.
Chapter 1

Introduction

| Context is the water for the fishes of our ideas.

In this chapter, we provide the context of the work presented in this thesis, the problem statement, our proposed solution and a summary of contributions.

1.1 Context

Kent Beck coined the term “code smell” in the landmark book of refactoring [Fow99] and defined it as “certain structures in the code that suggest (or sometimes scream) for refactoring”. Code smells indicate the presence of quality problems impacting many facets of quality [SS18] of a software system [Fow99, SSS14]. The manifestation of an excessive number of smells in a software system makes it hard to maintain and evolve.

The impact of code smells on software development is multi-dimensional. Researchers have explored and discussed the impact of the high number of code smells on specific aspects of software development extensively. These aspects are associated with one of the three dimensions of software development: software product, processes, and people. From the software product perspective, aspects such as maintainability [BQO+12, MY12, YM13a, Yam14], reliability [JGHK13, HZBS14, ZSSS11, BQO+14], change proneness [OCBZ09, KDPG09] and testability [SDPAG13] have been investigated in considerable depth. In addition, source code mining studies have examined empirical aspects associated with developers and code smells [BDLDP+15, SCY+16].

Detecting smells is the first step towards identifying quality issues that lays the ground work for improving maintainability by applying appropriate refactoring. From the research perspective, detected smells form the basis of empirical studies. The software engineering community has proposed various methods to detect smells. Common methods to detect smells are metric-based [Mar05, VMDP14], rules/heuristic-based [MGDM10, SMT16],


1.2 Problem Statement

The goal of the thesis is to enrich the existing body of knowledge about code smells by carrying out empirical studies on production source code, by investigating the feasibility of automating smell detection through deep learning techniques, and by extending the maintainability analysis to other sub-domains of software systems.

Software engineering researchers have carried out many empirical and mining studies on code smells impacting various facets of software development or developers. However, we observe that existing mining studies on smells lack scale i.e., they rely on a limited number of subject systems analyzed for the study. The majority of the studies analyze a handful of subject systems (< 10). Generalizing a theory based on a few subject systems presents a considerable threat to validity. Also, existing mining studies do poorly with respect to breadth of the experiment i.e., the types of smells analyzed in a study. Most of the existing mining studies consider a small subset of known smells. This under-analysis makes a mining study incomplete or even incorrect. Finally, most of the mining studies on code smells are performed on the Java programming language. The under-representation of other programming languages makes us wonder whether the results of the existing mining studies are applicable in other similar languages.

Along the similar lines, despite the presence of a large body of work for smell detection, the existing research has supported detection of mainly implementation and some design smells. The research on architecture smells and their detection is still in a budding stage [GPEM09, SSS16], and requires a serious attention from the community, given their importance and impact on the quality of software systems. The relationship (such as correlation and collocation) among smells at various granularities has not been explored in detail.

Carrying forward the discussion about smell detection, creating a deterministic smell detection tool for a specific programming language is an expensive and arduous task since it
1.2. PROBLEM STATEMENT

requires source code analysis starting from parsing, symbol resolution, intermediate model preparation, and applying an appropriate mechanism (such as heuristics and metrics) on the model. Machine learning techniques offer promising alternatives to deterministic solutions as they not only have the potential to bring subjectivity, that in turn improves effectiveness, in the smell detection but also provide the grounds for transferring results from one problem to another. In particular, transfer-learning refers to the technique where a learning algorithm exploits the commonalities between different learning tasks to enable knowledge transfer across the tasks [BCV13]. In this context, it would be interesting to explore the possibility of leveraging the availability of tools and data related to code smell detection in a programming language in order to train machine learning models that address the same problem on another language. The cross-application of a machine learning model could provide opportunities for detecting smells without actually developing a language-specific smell detection tool from scratch.

Apart from the production source code, other sub-domains of software such as configuration code in the Infrastructure as Code (IaC) paradigm and database code are also prone to maintainability issues. Infrastructure as Code (IaC) [HF10] is the practice of specifying computing system configurations through code, automating system deployment, and managing the system configurations through production software engineering methods. Configuration code written in Puppet [Pup18], or Chef [Che18], may also become unmaintainable if the changes to configuration code are made without diligence and care. In a recent study, Jiang et al. [JA15] argued that configuration code must be treated as production code due to the characteristics and maintenance needs of the configuration code. Therefore, production code and design quality practices must be adopted to write and maintain high quality configuration code.

Databases are an integral element of enterprise applications. The effective use of database affects vital quality parameters, such as performance and maintainability, of these applications. Similar to production code, the sql statements may also indicate smells. Bill Karwin [Kar10] documents a catalog of database anti-patterns to reveal many of the practices affecting database quality. However, their presence in software systems and their relationships with other software artifacts have not been explored yet.

Research goals

With the above background, we define the following research goals for the thesis.

- Understand characteristics of code smells and relationships such as frequency, correlation, and collocation among smells arising at different granularities by extending the scale (i.e., number of analyzed subject systems) and breadth (i.e., mining a large variety of smells) of the mining study.

- Perform an exploratory study to investigate the feasibility of detecting smells using deep learning methods without carrying out extensive feature engineering. Explore whether transfer-learning can be employed in the smell detection context.
1.3 Proposed Solution and Contributions

The thesis fulfills the first goal by carrying out a large scale empirical study to mine code smells in C# projects. The study reveals fundamental, yet interesting, characteristics of code smells in C# projects. These characteristics include — frequently occurring smells, inter-category and intra-category correlation between design and implementation smells, and the relationship of smell density with lines of code in each repository. Smell density is a normalized metric that represents the average number of smells identified per thousand lines of code.

To study architecture smells in production source code we automate the detection of seven architecture smells in our tool Designite. We analyze a large set of repositories and infer relationships among the smells belonging to two granularities (architecture and design) through correlation and collocation analysis. In particular, the analysis explores whether there are specific design smells that may act as indicators for specific architecture smells.

To fulfill the second goal, we develop a set of tools (such as Designite, CodeSplit, and Tokenizer) and put together an experimental setup to detect smells, generate code fragments, and tokenize them to feed into our deep learning models (specifically, Convolution Neural Networks and Recurrent Neural Networks). We perform the experiments with various combinations of hyper-parameters for each of the models. With the above setup, we first experiment to investigate the feasibility of employing deep learning to detect smells; we keep both our training and evaluation samples from C#. To show the feasibility of transfer-learning, we replace the evaluation samples written in C# with Java samples and document the performance of our models.

For the next goal, we perform a quality analysis of configuration code and explore the distribution of configuration smells. Configuration smells are the characteristics of a configuration program or script that violate the recommended best practices and potentially affect the program’s quality in a negative way. Refer to Section 3.2.3 for the detailed catalog. We investigate the relationship between the occurrence of design configuration smells and implementation configuration smells. Other related dimensions concerning configuration code quality that we explore are whether the principle of coexistence is applicable to smells.
in configuration projects and the relationship between smell density and the size of the configuration project.

Further, towards the last goal defined in this work, we mine database smells in production-quality systems including both industrial as well as the open-source software. *Database smells are the characteristics of database code (either DDL or DML SQL statements), database system, or stored data that indicate violation of the recommended best practices and potentially affect the quality of the software system in a negative way.* You may refer to Section 3.2.4 for a detailed catalog. We analyze SQL statements to measure schema quality of relational databases with a focus on performance and maintainability quality attributes. Specifically, we explore occurrence patterns of database schema smells and figure out the degree of co-occurrence among schema smells. We also study the factors that affect the density of database smells and compare these factors between industrial and open-source projects.

In summary, the thesis offers the following contributions:

- A method to carry out a large-scale empirical study to mine smells from a large number of repositories and to study smells’ characteristics in relation with project properties.

- A method to perform correlation and collocation analysis among smells belonging to different granularities.

- A method to explore the feasibility of employing deep learning models in detecting code smells and to investigate whether transfer-learning can be applied in the context of smell detection.

- A method to prepare a catalog of configuration smells and perform an empirical study on quality issues and their characteristics in the IaC paradigm.

- A method to investigate the code quality of embedded SQL statements by identifying database schema smells in a large set of repositories and study the impact of smells on project properties.

- A set of tools to identify code smells. This includes Designite (for C#) to identify architecture, design, and implementation smells, Puppeteer to identify configuration code smells in Puppet, DbDeo to extract SQL statements and detect database schema smells. Practitioners may use these tools to identify quality issues impacting the maintainability of their software system.

- The experimental setup with all the required tools and scripts to apply deep learning on source code. The research community may build new ideas over it or replicate the experiment with the setup.
1.4 Research method

The journey of the research method starts from a literature review to understand the state of the art and to identify gaps in the current research and practice. The review reveals the potential opportunities for researchers in the field in general and provides a basis for defining the problem definition of the thesis.

In the design phase, we perform experimental design to address the problems that we identify. We aim to perform a large scale empirical study to detect smells in C# code and to carry out a study on architecture smells to identify their relationship with design smells. We conceptualize a feasibility study to detect smells using deep learning models and to apply transfer-learning in the smell detection context. We also design an exploratory study on configuration smells to first define configuration smells and support detection these smells in open-source repositories. Along similar lines, we put together a study for database schema smells; the study aims to reveal relationship between database quality and production code in the context of both open-source and close-source proprietary code. We identify relevant research questions to investigate for each experiment.

The implementation phase involves developing necessary tools and perform the experiments. We developed Designite to analyze C# code, Puppeteer for configuration smell detection, and DbDeo for database smell detection. We download open-source repositories from GitHub and perform our analysis on the them. Apart from quantitative analysis, we also perform qualitative analysis as well as developers’ survey to strengthen the evaluation of the database analysis. We develop a set of tools and scripts to analyze and curate data from existing repositories. We put together the experimental setup to detect smells using deep learning and to establish feasibility of transfer-learning.

1.5 Thesis outline

This dissertation has six chapters. We outline the remaining five below.

Chapter 2 provides a holistic status quo of various dimensions associated with software smells. It presents the state-of-the-art in the current research concerning software smells, reveals deficiencies in present tools and techniques, and identifies research opportunities.

Chapter 3 illustrates the theoretical model and study design of our experiments along with specific research objectives for each experiment.

Chapter 4 provides implementation details of each experiment including tool support, and qualitative and quantitative analysis.

Chapter 5 presents results from our study and discusses the implications of the obtained results.
Chapter 6 presents conclusions of the thesis and chalks out some potential avenues for future extensions.

**Convention used for highlighted boxes**

We use the following convention for the highlighted boxes in this thesis.

- 🌟 **Goals**
- ✨ **Contributions**
- ⬄ **Key results**
- 🟥 **Implications**
- 📌 **Information or side note**
- ⚡ **Opportunities**
Chapter 2

Related Work

The past is our teacher to build a better future. Well... only if we learn from it.

In this chapter, we present a comprehensive literature review of the domain of software smells. Section 2.1 introduces the term code smells and provides background of the related literature reviews. We discuss the method employed to perform the literature survey in Section 2.2 and define the research questions to explore. In Section 2.3, we present results and provide discussion for each addressed research question.

2.1 Introduction

Kent Beck coined the term “code smell” in the context of identifying quality issues in code that can be refactored to improve the maintainability of a software [Fow99]. He emphasized that the presence of excessive number of smells in a software system makes the software hard to maintain and evolve.

Since then, the smell metaphor has been extended to various related subdomains of software systems including testing [Deu01], database [Kar10], and configuration [SFS16]. Further, since the inception of the metaphor, the software engineering community has explored various associated dimensions that include proposing a catalog of smells, detecting smells using a variety of techniques, exploring the relationships among smells, and identifying the causes and effects of smells.

The large number of available resources poses a challenge, equally to researchers and practitioners, to comprehend the status quo of tools, methods, and techniques concerning software smells. Analyzing and synthesizing available information could not only help the software engineering community understand the existing knowledge, but also reveal the challenges that exist in the present set of methods and opportunities to address them.
There have been a few attempts to understand current practices and provide an overview of the existing knowledge about software smells. Singh et al. [SK17] present a systematic literature review on code smells and refactoring in object-oriented software systems by studying 238 primary studies. The survey focuses on the smell detection methods and tools as well as the techniques and tools used to refactor them. The authors divide smell detection methods based on the degree of automation employed in implementing smell detection methods.

Similarly, Zhang et al. [ZHB11] review studies from year 2000 to 2009 and draw a few observations about current research on smells. They reveal a large gap in existing smell literature — current studies have chosen a small number of smells for their study and some of the smells (such as message chains) are poorly explored by the community. Further, the study emphasizes that the impact of code smells is not well understood.

Various tools have been proposed to detect smells. Fernandes et al. [FOV+16] provide a comprehensive study containing a comparison of 84 smell detection tools. Similarly, Rasool et al. [RA15] also review existing code smell detection tools and reveal the challenges associated with them. A few studies [AD15, MT04] provide an extensive coverage to techniques available for refactoring smells.

In this chapter, we thoroughly explore the resources related to smells that were published between the years 1999 – 2016 and present the current knowledge in a synthesized and consolidated form. Additionally, our goal is to identify challenges in the present knowledge and find opportunities to overcome them.

**Contributions**

This survey makes the following contributions to the field.

- The study provides a holistic status quo of various dimensions associated with software smells. These dimensions include definition, classification, types, detection methods, as well as causes and impacts of smells.
- It presents the state-of-the-art in the current research, reveal deficiencies in present tools and techniques, and identifies research opportunities to advance the domain.

**2.2 Method**

In this section, we first present the objectives of this literature review and derived research questions. We illustrate the search protocol that we used to identify relevant studies. The search protocol includes not only the steps to collect the initial set of studies, but also inclusion and exclusion criteria that we apply on the initial set of studies to obtain a filtered set of primary studies.
2.2.1 Research objectives and questions

Research objectives
The goal of this study is to provide a consolidated yet extensive overview of software smells covering their definition, types, causes, detection methods, and impact on various aspects of software development.

In this study, we address the following research questions:

**LR-RQ1** What is the definition of a software smell?
We aim to understand how the term “smell” is defined by various researchers. We infer basic defining characteristics and types of smells.

**LR-RQ2** How do smells get introduced in software systems?
We explore the reasons that cause smells in software systems.

**LR-RQ3** How do smells affect the software development processes, artifacts, or people?
We present the impact of smells on software systems. Specifically, we study impacts of smells on processes, artifacts, and people.

**LR-RQ4** How do smells get detected?
We discuss the techniques employed by researchers to identify smells.

**LR-RQ5** What are the open research questions?
We present the perceived deficiencies and the open research questions with respect to smells, their detection, and their interpretations.

The purpose of the prefix LR (i.e., literature review), which is used along with research questions labels, is to separate this set of research questions with other questions in the thesis.

2.2.2 Literature search protocol

The literature search protocol aims to identify primary studies which form the basis of the survey. Our search protocol has three phases:

1. We identify a list of relevant conferences and journals and manually search their proceedings.

2. We search seven well-known digital libraries.

3. We perform filtering and consolidation of the studies identified in the previous phases and prepare a single library of relevant studies.
2.2.2.1 Literature search – Phase 1

We identify a comprehensive list of conferences and journals based on papers published in these venues related to smells. We manually search the proceedings of the selected venues between the year 1999 and 2016. The start year has been selected as 1999 since the smell metaphor was introduced in 1999. During the manual search, the following set of terms were searched in the title of studies: smell, antipattern, quality, maintainability, maintenance, and metric. All the studies containing at least one of the search terms in their title were selected and recorded. Table 2.1 presents the selected conferences and journals along with their corresponding number of studies selected in Phase 1.

The domain of refactoring is closely related to that of software smells. However, given the vast knowledge present in the field of refactoring, it requires a separate study specifically for software refactoring. Therefore, we consider work concerning refactoring outside the scope of this study.

Table 2.1: Studies selected in the Phase 1

<table>
<thead>
<tr>
<th>Venue</th>
<th>Type</th>
<th>#Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automated Software Engineering</td>
<td>Conference</td>
<td>24</td>
</tr>
<tr>
<td>Empirical Software Engineering</td>
<td>Journal</td>
<td>61</td>
</tr>
<tr>
<td>Empirical Software Engineering and Measurement</td>
<td>Conference</td>
<td>68</td>
</tr>
<tr>
<td>European Conference on Object-Oriented Programming</td>
<td>Conference</td>
<td>2</td>
</tr>
<tr>
<td>Foundations of Software Engineering</td>
<td>Conference</td>
<td>19</td>
</tr>
<tr>
<td>IEEE Software</td>
<td>Journal</td>
<td>78</td>
</tr>
<tr>
<td>International Conference of Software Maintenance and Evolution</td>
<td>Conference</td>
<td>220</td>
</tr>
<tr>
<td>International Conference on Program Comprehension</td>
<td>Conference</td>
<td>38</td>
</tr>
<tr>
<td>International Conference on Software Engineering</td>
<td>Conference</td>
<td>85</td>
</tr>
<tr>
<td>Journal of Systems and Software</td>
<td>Journal</td>
<td>146</td>
</tr>
<tr>
<td>Mining Software Repositories</td>
<td>Conference</td>
<td>28</td>
</tr>
<tr>
<td>Software Analysis, Evolution, and Reengineering / European Conference on Software Maintenance and Reengineering</td>
<td>Conference</td>
<td>135</td>
</tr>
<tr>
<td>Source Code Analysis and Manipulation</td>
<td>Conference</td>
<td>22</td>
</tr>
<tr>
<td>Systems, Programming, Languages and Applications: Software for Humanity</td>
<td>Conference</td>
<td>8</td>
</tr>
<tr>
<td>Transactions on Software Engineering</td>
<td>Journal</td>
<td>83</td>
</tr>
<tr>
<td>Transactions on Software Engineering and Methodology</td>
<td>Journal</td>
<td>11</td>
</tr>
</tbody>
</table>

Total selected studies in Phase 1 1028
2.2.2.2 Literature search – Phase 2

In the second phase, we carried out search on seven well-known digital libraries. The terms used for the search are: software smell, antipattern, software quality, maintainability, maintenance, and software metric. We appended the term “software” to the search terms in order to obtain more relevant results. Additionally, we apply filters such as “computer science” and “software engineering” wherever it was possible and relevant to refine the search results. Table 2.2 shows the searched digital libraries and corresponding number of selected studies.

Table 2.2: Studies selected in the Phase 2

<table>
<thead>
<tr>
<th>Digital Library</th>
<th>Number of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google Scholar</td>
<td>196</td>
</tr>
<tr>
<td>SpringerLink</td>
<td>44</td>
</tr>
<tr>
<td>ACM Digital Library</td>
<td>108</td>
</tr>
<tr>
<td>ScienceDirect</td>
<td>40</td>
</tr>
<tr>
<td>Scopus</td>
<td>150</td>
</tr>
<tr>
<td>IEEE Xplore</td>
<td>151</td>
</tr>
<tr>
<td>Web of Science</td>
<td>58</td>
</tr>
<tr>
<td><strong>Total selected studies in Phase 2</strong></td>
<td><strong>747</strong></td>
</tr>
</tbody>
</table>

2.2.2.3 Literature search – Phase 3

In the third phase, we defined inclusion and exclusion criteria to filter out irrelevant studies and to prepare a consolidated library. The inclusion/exclusion criteria are listed below.

**Inclusion criteria**

- Studies that discuss smells in software development, present a catalog of one of the different types of software smells (such as code smells, test smells, and configuration smells), produce factors that cause smells, or explore their impact on any facet of software development (for instance, artifacts, people, or process).
- Studies introducing smell detection mechanisms or providing a comparison using any suitable technique.
- Resources revealing the deficiencies in the present set of methods, tools, and practices.

**Exclusion criteria**

- Studies focusing on external (in-use) software quality or not directly related with software smells.
- Studies that propose the refactoring of smells, or identifies refactoring opportunities.
- Articles comprising keynote, extended abstract, editorial, tutorial, poster, or panel discussion (due to insufficient details and small size).
• Studies whose full text is not available.

Each selected article from phase 1 or 2 went through a manual inspection of title, keywords, and abstract. The inspection applied the inclusion and exclusion criteria leading to inclusion or exclusion of the articles. We obtained 445 articles after completing the inspection and removing the duplicates. These articles are the primary studies that we studied in detail. We took notes while studying the selected articles. We then mark all the relevant articles for each research question and included them in the corresponding discussion.

We did not limit ourselves only to the primary studies. We included secondary sources of information and articles as and when we spotted them while studying primary studies. Therefore, although our primary studies belong to the period 1999 – 2016, due to the inclusion of the secondary studies, we refer studies in this survey that were published before or after the selected period. An interested reader may find the list of all the selected papers in each phase online [SS17].

After we completed the detailed study, we categorized the resources based on the dimensions of smells they belong to. Figure 2.1 provides an overview of the studied dimensions of software smells; a number in brackets shows the number of associated references.

2.3 Results and Discussion

In this section, we present our synthesized observations corresponding to each research question addressed in this study.
2.3.1 LR-RQ1: What is the definition of a software smell?

We break down the question into the following sub-questions where each sub-question deals with precisely one specific aspect of software smells’ definition.

**LR-RQ1.1 What are the defining characteristics of a software smell?**

**LR-RQ1.2 What are the types of smells?**

**LR-RQ1.3 How are the smells classified?**

**LR-RQ1.4 Are smells and antipatterns considered synonyms?**

2.3.1.1 LR-RQ1.1: What are the defining characteristics of a software smell?

Kent Beck coined the term “code smell” [Fow99] and defined it informally as “certain structures in the code that suggest (sometimes they scream for) the possibility of refactoring”. Later, various researchers gave diverse definitions of software smells. A complete list of definitions of smells provided by various authors can be found in Appendix 6.3. Based on these, we synthesize the following five possible defining characteristics of a software smell.

- **Indicator:** Authors define smells as an indicator to or a symptom of a deeper design problem [MGDM10, Yam14, SSS14, dSS16].

- **Poor solution:** The literature describes smells as a suboptimal or poor solution [KVGS11, KEA16, FBA11, ADPAG13, VEM02, CD14].

- **Violates best practices:** According to authors such as Suryanarayana et al. [SSS14] and Sharma et al. [SFS16], smells violate recommended best practices of the domain.

- **Impacts quality:** Smells make it difficult for a software system to evolve and maintain [Yam14, KVGS11]. It is commonly agreed that smells impact the quality of the system [JGHK13, MG07, ADPAG13, GEM09, SFS16, SSS14].

- **Recurrence:** Many authors define smells as recurring problems [MAB+12b, PZ12, KVGS11].

2.3.1.2 LR-RQ1.2: What are the types of smells?

Authors have explored smells in different domains and in different focus areas. Within software systems domain, authors have focused on specific aspects such as configuration systems, tests, and models. These explorations have resulted in various smell catalogs. Table 2.3 presents a summary of catalogs and corresponding references.

We have compiled an extensive catalog belonging to each focus area. Here, considering the space constraints, we provide a brief catalog of code smells in Table 2.4. We have selected the smells included in this table based on the popularity of the smells *i.e.*, based on
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Table 2.3: Types of smells

<table>
<thead>
<tr>
<th>Focus</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implementation</td>
<td>[Fow99],</td>
</tr>
<tr>
<td></td>
<td>[ADPAG13],</td>
</tr>
<tr>
<td></td>
<td>[BMMM98],</td>
</tr>
<tr>
<td></td>
<td>[FM13]</td>
</tr>
<tr>
<td></td>
<td>[AHTM11],</td>
</tr>
<tr>
<td></td>
<td>[GKA+16]</td>
</tr>
<tr>
<td>Design</td>
<td>[SSS14]</td>
</tr>
<tr>
<td>Architecture</td>
<td>[BGH+08]</td>
</tr>
<tr>
<td>Tests</td>
<td>[GvDS13],</td>
</tr>
<tr>
<td></td>
<td>[HJE+13],</td>
</tr>
<tr>
<td></td>
<td>[Deu01]</td>
</tr>
<tr>
<td>Performance</td>
<td>[Smi00],</td>
</tr>
<tr>
<td></td>
<td>[SA14],</td>
</tr>
<tr>
<td></td>
<td>[WHTK14]</td>
</tr>
<tr>
<td>Configuration systems</td>
<td>[SFS16]</td>
</tr>
<tr>
<td>Database</td>
<td>[Kar10]</td>
</tr>
<tr>
<td>Aspect-oriented systems</td>
<td>[AFF14],</td>
</tr>
<tr>
<td></td>
<td>[BGvS11]</td>
</tr>
<tr>
<td>Energy</td>
<td>[VAPM13]</td>
</tr>
<tr>
<td>Models</td>
<td>[EAM09],</td>
</tr>
<tr>
<td></td>
<td>[DD16]</td>
</tr>
<tr>
<td>Services</td>
<td>[PDMG14],</td>
</tr>
<tr>
<td></td>
<td>[KZ07],</td>
</tr>
<tr>
<td></td>
<td>[PM15]</td>
</tr>
<tr>
<td>Usability</td>
<td>[ACSS15]</td>
</tr>
<tr>
<td>Reuse</td>
<td>[Lon01]</td>
</tr>
<tr>
<td>Web</td>
<td>[NNN+12]</td>
</tr>
</tbody>
</table>

Table 2.4: Common code smells

<table>
<thead>
<tr>
<th>Code Smell / References</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>God class [Rie96]</td>
<td>The god class smell occurs when a huge class which is surrounded by many data classes acts as a controller (i.e., takes most of the decisions and monopolises the functionality offered by the software). The class defines many data members and methods and exhibits low cohesion. <strong>Related smells:</strong> Insufficient modularization [SSS14], Blob [BMMM98], Brain class [VMDP14].</td>
</tr>
<tr>
<td>Feature envy [Fow99]</td>
<td>This smell occurs when a method seems more interested in a class other than the one it actually is in.</td>
</tr>
<tr>
<td>Shotgun surgery [Fow99]</td>
<td>This smell characterizes the situation when one kind of change leads to a lot of changes to multiple different classes. When the changes are all over the place, they are hard to find, and it’s easy to miss an important change.</td>
</tr>
<tr>
<td>Data class [Fow99]</td>
<td>This smell occurs when a class contains only fields and possibly getters/setters without any behavior (methods). <strong>Related smells:</strong> Broken modularization [SSS14].</td>
</tr>
</tbody>
</table>

1http://www.tusharma.in/smells
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Table 2.4: Common code smells

<table>
<thead>
<tr>
<th>Code Smell / References</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long method [Fow99]</td>
<td>This smell occurs when a method is too long to understand.</td>
</tr>
<tr>
<td>Related smells: God method [Rie96], Brain method [VMDP14].</td>
<td></td>
</tr>
<tr>
<td>Functional decomposition [BMMM98]</td>
<td>This smell occurs when highly procedural and non-object-oriented code is written in an object-oriented language.</td>
</tr>
<tr>
<td>Refused bequest [Fow99]</td>
<td>This smell occurs when a subclass rejects some of the methods or properties offered by its superclass.</td>
</tr>
<tr>
<td>Related smells: Rebellious hierarchy [SSS14]</td>
<td></td>
</tr>
<tr>
<td>Spaghetti code [BMMM98]</td>
<td>This smell refers to an unmaintainable, incomprehensible code without any structure. The smell does not exploit and prevents the use of object-orientation mechanisms and concepts.</td>
</tr>
<tr>
<td>Divergent change [Fow99]</td>
<td>Divergent change occurs when one class is commonly changed in different ways for different reasons.</td>
</tr>
<tr>
<td>Related smells: Multifaceted abstraction [SSS14].</td>
<td></td>
</tr>
<tr>
<td>Long parameter list [Fow99]</td>
<td>This smell occurs when a method accepts a long list of parameters. Such lists are hard to understand and difficult to use.</td>
</tr>
<tr>
<td>Duplicate code [Fow99]</td>
<td>This smell occurs when same code structure is duplicated to multiple places within a software system.</td>
</tr>
<tr>
<td>Related smells: Duplicate abstraction [SSS14], Unfactored hierarchy [SSS14], Cut and paste programming [BMMM98].</td>
<td></td>
</tr>
<tr>
<td>Cyclically-dependent modularization [SSS14]</td>
<td>This smell arises when two or more abstractions depend on each other directly or indirectly.</td>
</tr>
<tr>
<td>Related smells: Dependency cycles [Mar01]</td>
<td></td>
</tr>
<tr>
<td>Deficient encapsulation [SSS14]</td>
<td>This smell occurs when the declared accessibility of one or more members of an abstraction is more permissive than actually required.</td>
</tr>
<tr>
<td>Related smells: Excessive global variables [FM13].</td>
<td></td>
</tr>
<tr>
<td>Lava flow [BMMM98]</td>
<td>This smell is characterized by a piece of code that nobody remembers the purpose and usage, and is largely not utilized.</td>
</tr>
<tr>
<td>Related smells: Unutilized abstraction [SSS14].</td>
<td></td>
</tr>
<tr>
<td>Speculative generality [Fow99]</td>
<td>This smell occurs where an abstraction is created based on speculated requirements. It is often unnecessary that makes things difficult to understand and maintain.</td>
</tr>
<tr>
<td>Related smells: Speculative hierarchy [SSS14]</td>
<td></td>
</tr>
<tr>
<td>Lazy class [Fow99]</td>
<td>This smell occurs where a class is not doing enough i.e., it does not realize a concrete responsibility.</td>
</tr>
</tbody>
</table>
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Table 2.4: Common code smells

<table>
<thead>
<tr>
<th>Code Smell / References</th>
<th>Description</th>
<th>Related smells</th>
</tr>
</thead>
<tbody>
<tr>
<td>Switch statement [Fow99]</td>
<td>Unnecessary abstraction [SSS14].</td>
<td>Unexploited encapsulation [SSS14], Missing hierarchy [SSS14].</td>
</tr>
<tr>
<td>Primitive obsession [Fow99]</td>
<td>This smell occurs when primitive data types are used where an abstraction encapsulating the primitives could serve better.</td>
<td>Missing abstraction [SSS14].</td>
</tr>
<tr>
<td>Swiss army knife [BMMM98]</td>
<td>This smell arises when the designer attempts to provide all possible uses of the class and ends up in an excessively complex class interface.</td>
<td>Multifaceted abstraction [SSS14].</td>
</tr>
</tbody>
</table>

We further elaborate this research question to focus on the related work corresponding to the investigations taken up in this thesis.

Quality Practices for Software Architecture
The topic of architecture smells and its impact on software development is a subject of interest for software engineering community for many years. Garcia et al. [GPEM09] define an initial set of architecture smells and prepare a catalog of architecture smells with their mathematical definitions [Gar14]. These formal definitions are helpful in implementing smell detection tools for architecture smells. Brown et al. [BMX98] also document a set of architecture smells in the enterprise settings.

Andrade et al. [dAAC14a] define a set of architecture smells with respect to Product Line Architecture (PLA). Mo et al. [MCKX15] identify a set of hotspot patterns, referring as recurring architecture problems based on a combination of historical and architectural information of software systems.

Yamashita et al. [YZFW15, YC13] empirically investigate the inter-smell relationships, termed as collocated and coupled that mainly comprise design smells and a few implementation smells. One of the insights from their work is that the explanatory power of code smell relationships need further investigations with complementary perspectives in order to be deemed useful. Inter-smell relationships have also been leveraged to find optimal smell-removing refactoring sequences [LMSN12].

Palomba et al. [Pal18] investigate the collocation (termed as co-occurrences) among 13 code (design and implementation) smells over multiple releases of 30 open source software systems. Similarly, Walter et al. [WFF18] conduct an experimental study to explore the collocation relationship among 14 code (design and implementation) smells across 92 java applications. They explore the effect of application domain on these relationships. Both
of these studies foresee the importance of smell collocations in identifying classes requiring high maintenance effort, and developing appropriate refactoring approaches and smell detection tools supporting collocation analysis.

It is believed that the software architecture is affected by the presence and criticality of code anomalies or smells. Macia et al. [MGP+12] present an empirical study on the relationship between code anomalies and architecture degradation. They conclude that 50% of the automatically detected code anomalies causes the architectural modularity problems.

Oizumi et al. [OGC+15, OGdSS+16] believe that the architecture problems are reflected in source code through groups of code smells and study the impact of a number of code smell agglomerations on architecture problems. Guimaraes et al. [GGC14, GVG+] conduct a controlled experiment utilizing architecture blueprints to prioritize various types of code smells based on their architecture relevance.

Martini et al. [MFBR18] conduct a case study based research on three architectural smells employing questionnaires, interviews, and code inspections on four industrial software projects. The main aim of this study is to identify and prioritize the architecture debt with the help of architecture smells. The findings of this study acknowledge the adverse effects of architecture smells, and emphasize on the unavailability of automatic smell detection tools. Le et al. [LLSM18] perform an empirical investigation on the nature and impact of six architecture smells that most frequently appeared in eight Apache Software Foundation open-source projects. They design detection algorithms for these smells and explored relationships between issues and the architecture smells under study. The outcome of this study states the negative impacts of architecture smells on maintenance effort in terms of increased number of implementation issues and code commits.

Quality Practices in System Configuration Management

In the landscape of system configuration management, empirical studies on configuration code written in languages such as Puppet [Pup18] and Chef [Che18] are scarce. Jiang et al. [JA15] study the co-evolution of Puppet and Chef configuration files with source, test, and build code. They analyze the software repositories of 256 OpenStack projects and distinguish files as infrastructure, which contain configuration code in Puppet or Chef language, production, build, and test. They find that configuration code comes in large files, changes more frequently, and presents tight coupling with test files.

Puppet Forge [Pup16b] — the repository of Puppet modules, provides an evaluation of configuration code quality through a quality score based on three aspects: code quality score provided by Puppet-Lint [Pup16c], compatibility with Puppet, and metadata quality. Metadata quality is subject to a set of guidelines that metadata files should adhere to.

Sonar-Puppet [Pup16a] is a SonarQube [Son16] plug-in that has numerous rules to detect quality violations in Puppet code; most of the rules applied by Sonar-Puppet are common with Puppet-Lint. Although the quality score provides useful and quick feedback to Puppet code authors, it is not near to a comprehensive code analysis from the IaC point of view.

In addition, various authors have published their ideas describing best practices for configuration code in the form of blog-posts, articles, and technical talks [Lar16a, Lar16b, Sty16,
Quality Practices in Database Applications
There is scant research that explores the quality characteristics of database code. Karwin [Kar10] presents a comprehensive catalog of database antipatterns drawn from industry experience. He organizes antipatterns in four categories: logical database design, physical database design, query, and application development antipatterns.

Authors have attempted studies to explore the quality aspect of database code. Brink et al. [BLV07] discuss the challenges in extracting SQL statements from the host source code and present a method to extract and distil SQL statements. The study provides a set of basic metrics concerning databases such as number of tables and nested queries. Chen [Che15] proposes strategies for reducing the impedance mismatch between the relational and object-oriented models in order to improve database performance and integrity.

The knowledge and experience accumulated in popular question and answer sites can be leveraged to help developers avoid smells in SQL queries. Nagy et al. [NC15] mine Stack Overflow questions that are relevant to SQL queries. The study extracts SQL error patterns as a first step towards a recommendation system that aids developers to construct correct queries. Eessaar [EV15] also discusses a few heuristics that can be employed to detect some of the database smells outlined by Karwin [Kar10]. Many authors have explored object-relational mapping in the context of their implications on application design [TGPM17] and performance [CSJ+14].

2.3.1.3 LR-RQ1.3: How are the smells classified?

An appropriate classification is required to better comprehend a long list of smells based on their characteristics. We collected, categorized, inferred, and synthesized the following set of meta-classification of software smells.

- **Effect-based smell classification:** Mäntylä et al. [MVL03] classified smells based on their effects on software development activities. The categories provided by the classification include bloaters, couplers, and change preventers.

- **Principle-based smell classification:** Samarthyam et al. [SSSG13] and Suryanarayana et al. [SSS14] classified design smells based on the primary object-oriented design principles that the smells violate. The principle-based classification divided the smells in four categories namely: abstraction, modularization, encapsulation, and hierarchy smells.

- **Artifact characteristics-based smell classification:** Wake [Wak03] proposed a smell classification based on characteristics of the types (i.e., classes or interfaces). Categories such as data, interfaces, responsibility, and unnecessary complexity are included in his classification. Similarly, Karwin [Kar10] classified SQL antipatterns in the following categories — logical database design, physical database design, query, and application development antipatterns.
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- **Granularity-based smell classification:** Moha *et al.* [MGDM10] classified smells using a two-level classification. At first, a smell is classified in either *inter-class* and *intra-class* category. The second level of classification assigns non-orthogonal categories *i.e.*, *structural*, *lexical*, and *measurable* to the smells. Similarly, Brown *et al.* [BMMM98] discussed antipatterns classified in three major categories — *software development*, *software architecture*, and *software project management* antipatterns.

**Desirable properties of a classification**

Kenneth Bailey [Bai94] discusses a few desirable properties of a classification. By applying them in the context of our study, we propose that an ideal classification of smells must exhibit the following properties.

- **Exhaustive:** classify all the considered smells,
- **Simple:** classify smells within the scope and granularity effortlessly,
- **Consistent:** produce a consistent classification even if it carried out by different people, and
- **Coherent:** produce clearly distinguishable categories without overlaps.

We encourage authors that propose a classifications, in general within software engineering context or specifically for smells, adhere to the above-mentioned properties.

2.3.1.4 LR-RQ1.4: Are smells and antipatterns considered synonyms?

Software engineering researchers and practitioners often use the terms “antipattern” and “smell” interchangeably. Specifically, authors such as Palma *et al.* [PMG13], Palomba *et al.* [PNT+15], and Linares *et al.* [LVKM+14] use both the terms as synonyms. For instance, Linares *et al.* [LVKM+14] assert this notion explicitly — “...we use the word ‘smells’ to refer to both code smells and antipatterns, ...”

Some authors treat antipatterns and smells as quality defects at different granularity. For example, Moha *et al.* [MG07, MGDM10] defined design defects as antipatterns at design granularity and as smells at implementation granularity.

Andrew Koenig [Koe95] coined the term “antipatterns” in 1995 and defined it as follows: “An antipattern is just like pattern, except that instead of solution it gives something that looks superficially like a solution, but isn’t one”. Hallal *et al.* [HAT+04] also describe antipatterns in this vein — “something that looks like a good idea, but which backfires badly when applied”. Based on Koening’s definition, our following interpretation makes antipatterns fundamentally different from smells — *antipatterns get chosen but smells occur, mostly inadvertently*. An antipattern is chosen in the assumption that the usage will bring more benefits than liabilities whereas smells get introduced due to the lack of knowledge and awareness most of the times.
Brown et al. [BMMM98] specify one key characteristic of antipatterns as one “...that generates decidedly negative consequences.” This characteristic makes antipatterns significantly different from smells — a smell is considered as an indicator (refer Section 2.3.1.1) of a problem (rather than the problem itself) whereas antipatterns bring decidedly negative consequences.

An antipattern may lead to smells. For instance, a variant of Singleton introduces subtype knowledge in a base class leading to cyclic hierarchy [SSS14] smell in the code [FDW+16]. Further, the presence of smells may indicate that a certain practice is an antipattern rather than a recommended practice in a given context. For example, the Singleton pattern makes an abstraction difficult to test and hence introduces test smells; the presence of test smells helps us identify that the employed pattern is deteriorating the quality more than helping us solving a design problem.

### Implications

We can draw the following implications from the above-discussed research question.

- We found that smells may occur in various stages of software development and impair many dimensions of software quality of different artifact types. This implies that software developers should adopt practices to avoid smells at different granularities, artifacts, and quality dimensions at all stages of software development.

- We identified the core characteristics of software smells. This can help the research community to identify smells even when they are not tagged as smells. For example, it is a recommended practice to avoid accessing external dependencies, such as a database, in a unit test [Bec02]. A code fragment violating this recommended practice shows presence of code smells as the fragment exhibits properties violates best practices and impacts quality (maintainability and performance) of a smell. Therefore, such a violation of the recommended practice could be identified as a test smell despite not being referred to as a smell.

- We elaborated on the distinction between antipatterns and smells. This distinction can be further explored in future research on these topics.

#### 2.3.2 LR-RQ2: How do smells get introduced in software systems?

Authors have explored factors that introduce smells in software systems. We classify such causal factors into the following consolidated list.

- **C1: Lack of skill or awareness**: A major reason that cause smells in software systems is poor technical skills of developers and lack of awareness towards writing high quality code. Many authors [SSS14, MBC14, CMRP16, TAV13] have pointed out this cause in their studies.
• **C2: Frequently changing requirements:** Certain design decisions are made to fulfill the requirements at hand; however, frequent changes in requirements impair the effective decision making and introduce smells [MBC14, LR15].

• **C3: Language, platform, or technology constraints:** The current literature [SJW08, MBC14, KHR12, LR15, CMRP16] shows that the chosen technology influences design decisions and could be another reason that leads to smells.

• **C4: Knowledge gap:** Missing or complex documentation introduces a knowledge gap which in turn could lead to smells in a software [LR15, MBC14].

• **C5: Processes:** The adopted processes may help avoid smells to occur or remain in a software system. Therefore, an ineffective or a missing set of processes could also become a cause for software smells [TAV13, SSS15].

• **C6: Schedule pressure:** Developers adopt a quick fix rather than an appropriate solution in the scarcity of time. These quick fixes are a source of smells in software systems [LR15, MBC14, SSS14].

• **C7: Priority to features over quality:** Managers consistently pressurise the development teams to deliver new features quickly and ignore the quality of the system [MBC14].

• **C8: Politics:** Organizational politics for control, position, and power influence the software quality [CMRP16, LR15, SM06].

• **C9: Team culture:** Many authors [AGJ08, CMRP16, TAV13] have recognized the practices and the culture prevailed within a team or an organization as a cause of software smells.

• **C10: Poor human resource planning:** Poor planning of human resources required for a software project may force the present development team to adopt quick fixes to meet the deadlines [LR15].

A cause-based classification can help us understand the categories of factors that causes smells. We propose an alternative to cause-based classification in the form of actor-based classification. The actor-based classification assigns the responsibility of the causes to specific actor(s). The identified actors should either correct smells in the current project or learn from the experience so as to avoid these smells in the future. For example, in the current context, we consider three actors — manager (representing individuals in the management hierarchy), technical lead (the person leading the technical efforts of a software development team), and a software developer. Table 2.5 presents the classification of causes following the actor-based classification scheme. Such a classification can help us in identifying the actionable tasks. For example, if the skill or awareness of software developers is lacking, the
actor-based classification suggests that developers as well as their technical-leads are responsible to take a corrective action. Similarly, if appropriate processes are not in-place, it is the responsibility of the technical-lead to deploy them.

The above discussed roles and responsibility assignment is an indicative example. The classification has to be adapted based on the team dynamics and the context. For instance, the roles could differ in software development teams that follow different development methods (e.g. agile, traditional waterfall, and hybrid). Furthermore, some development teams are mature to take collective decisions whereas some teams have roles such as scrum master to take decisions that impact the whole team.

### Implications

The above exploration consolidates factors reported in the literature that cause smells. It would be interesting to observe their comparative degree of impact on software smells. Further, we propose a classification that identifies the actors responsible to correct or avoid the causes of specific smells. This explicit identification of responsible actors is actionable; software development teams can improve code quality by making the actors accountable and working with them to correct the underlying factors that lead to specific smells.

### 2.3.3 LR-RQ3: How do smells affect the software development processes, artifacts, or people?

Smells impact not only software product but also the processes and people working on the product. Table 2.6 summarizes the impact of smells on software product, process, and people.

Smells have multi-fold impact on the artifacts produced in the software development process and associated quality. Specifically, smells impact maintainability, reliability, testability, performance, and change-proneness of the software. Further, smells also increase effort (and hence cost) required to produce a software.

Presence of excessive amount of smells in a product may influence the outcome of a process; for instance, a high number of smells in a piece of code may lead to pull request rejection [SVT16].

A high number of smells (and hence high technical debt) negatively impact the morale and motivation of the development team and may lead to high attrition [TAV13, SSS14].

### Table 2.5: Actor-based Classification of Smells Causes

<table>
<thead>
<tr>
<th>Actor</th>
<th>Causes C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
<th>C6</th>
<th>C7</th>
<th>C8</th>
<th>C9</th>
<th>C10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manager</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Technical lead</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Developer</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
Table 2.6: Impact of Smells

<table>
<thead>
<tr>
<th>Entity</th>
<th>Attribute</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Software product</td>
<td>Maintainability</td>
<td>[BQO+12], [PR11], [MY12], [YM13a], [Yam14], [YM13b], [SYKG16]</td>
</tr>
<tr>
<td></td>
<td>Effort/Cost</td>
<td>[SYA+13], [SZV+13], [SDPAG13], [MS16]</td>
</tr>
<tr>
<td></td>
<td>Reliability</td>
<td>[JGHK13], [HZBS14], [ZSSS11], [BQO+14], [MNK+02], [KDPGA12]</td>
</tr>
<tr>
<td></td>
<td>Change proneness</td>
<td>[OCBZ09], [KDPGA12], [ZSSS11], [KDPG09]</td>
</tr>
<tr>
<td></td>
<td>Testability</td>
<td>[SDPAG13]</td>
</tr>
<tr>
<td></td>
<td>Performance</td>
<td>[CSJ+14], [HMR16], [SA14]</td>
</tr>
<tr>
<td>Software development Processes</td>
<td>Morale and motivation</td>
<td>[TAV13], [SSS14]</td>
</tr>
<tr>
<td>People</td>
<td>Productivity</td>
<td>[TAV13]</td>
</tr>
</tbody>
</table>

Implications

The above exploration reveals that impact of smells on certain aspects has not been studied in detail. For example, the impact of smells on testability of a software system and productivity of a software development team have been studied only by one study each. Further research in this area can quantify the degree of the smells’ impact on diverse product and process quality aspects along with the corresponding implications.

2.3.4 LR-RQ4: How do smells get detected?

A large body of knowledge exists to detect software smells. Smells have been detected in many studies by employing various techniques. We classify the smell detection strategies in five broad categories; we describe these categories below. Figure 2.2 shows an abstract layered process flow that we have synthesized by analyzing existing approaches to detect smells using the five categories of smell detection.

1. metric-based smell detection: A typical metric-based smell detection method takes source code as the input, prepares a source code model, such as an AST (Abstract Syntax Tree), (step 1.1 in the figure 2.2) typically by using a third-party library, detects a set of source code metrics (step 1.2) that capture the characteristics of a set of smells, and detects smells (step 1.3) by applying a suitable threshold [Mar05].

For example, an instance of the god class smell can be detected using the following set of metrics: wmc (Weighted Methods per Class), atfd (Access To Foreign Data), and tcc (Tight Class Cohesion) [Mar04, VMDP14]. These metrics are compared against pre-defined thresholds and combined using logical operators. Apart from these, the
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2.3.1. Smell detection methods

2.3.1.1. Metric-based

2.3.1.2. Rule/Heuristic-based

2.3.1.3. History-based

2.3.1.4. Machine learning-based

2.3.1.5. Optimization-based

Figure 2.2: A layered overview of smell detection methods. Each detection method starts from the code (or other source artifact) and goes through various steps to detect smells. The direction of the arrows shows the flow direction and annotations on the arrows show the detection method (first part) and the step number (second part).

The community frequently uses other metrics such as NOC (Number of Children), NOM (Number of Methods), CBO (Coupling Between Objects), RFC (Response For Class), and LCOM (Lack of Cohesion of Methods) [CK94] to detect other smells.

2. Rules/Heuristic-based smell detection: Smell detection methods that define rules or heuristics [MGDM10] (step 2.2 in the figure 2.2) typically takes source code model (step 2.1) and sometimes additional software metrics (step 2.3) as inputs. They detect a set of smells when the defined rules/heuristics get satisfied.

There are many smells that cannot be detected by the currently available metrics alone. For example, we cannot detect rebellious hierarchy, missing abstraction, cyclic hierarchy, and empty catch block smells using commonly used metrics. In such cases, rules or heuristics can be used to detect smells. For example, the cyclic hierarchy [SSS14] smell (when the supertype has knowledge about its subtypes) is detected by defining a rule that checks whether a class is referring to its subclasses. Often, rules
or heuristics are combined with metrics to detect smells.

3. **History-based smell detection:** Some authors have detected smells by using source code evolution information [PBDP+15]. Such methods extract structural information of the code and how it has changed over a period of time (step 3.1 in the figure 2.2). This information is used by a detection model (step 3.2) to infer smells in the code. For example, by applying association rule mining on a set of methods that have been changed and committed often to the version control system together, divergent change smell can be detected [PBDP+15].

4. **Machine learning-based smell detection:** In the recent times, *machine learning-based smell detection* methods have attracted software engineering researchers. Various machine learning methods such as Support Vector Machines [MAB+12b], and Bayesian Belief Networks [KVGS09] have been used to detect smells. A typical machine learning method starts with a mathematical model representing the smell detection problem (step 4.1 in the figure 2.2). Existing examples (step 4.2) and source code model (step 4.3 and 4.4) could be used to instantiate a concrete populated model. The method results in a set of detected smells by applying a chosen machine learning algorithm (step 4.5) on the populated model. We elaborate on the machine learning-based methods in the next sub-section in greater detail.

5. **Optimization-based smell detection:** Approaches in this category apply optimization algorithms such as genetic algorithms [OKKI15] to detect smells. Such methods apply an optimization algorithm on computed software metrics (step 5.4 in the figure 2.2) and, in some cases, existing examples (step 5.1) of smells to detect new smells in the source code.

Among the surveyed papers, we selected all the papers that employ a smell detection mechanism. We classify these attempts based on the employed smell detection method. Table 2.7 shows existing attempts to identify smells using one of the smell detection methods. The table also shows number of smells detected by each of the method and target language/artifact.

<table>
<thead>
<tr>
<th>Smell detection method</th>
<th>Reference</th>
<th>#Smells</th>
<th>Languages/Artifacts</th>
</tr>
</thead>
<tbody>
<tr>
<td>metric-based</td>
<td>[DPXT13]</td>
<td>1</td>
<td>Java</td>
</tr>
<tr>
<td></td>
<td>[Mar05]</td>
<td>10</td>
<td>Java, C++</td>
</tr>
<tr>
<td></td>
<td>[Mun05]</td>
<td>2</td>
<td>Java</td>
</tr>
<tr>
<td></td>
<td>[SLT06]</td>
<td>5</td>
<td>Java</td>
</tr>
<tr>
<td></td>
<td>[VRDBDR07]</td>
<td>2</td>
<td>Java</td>
</tr>
<tr>
<td></td>
<td>[MHB10]</td>
<td>1</td>
<td>Java</td>
</tr>
<tr>
<td></td>
<td>[OKAG10]</td>
<td>1</td>
<td>Java</td>
</tr>
</tbody>
</table>
### Table 2.7: Smell Detection Methods and Corresponding References

<table>
<thead>
<tr>
<th>Smell detection method</th>
<th>Reference</th>
<th>#Smells</th>
<th>Languages/Artifacts</th>
</tr>
</thead>
<tbody>
<tr>
<td>[MGvS10]</td>
<td>11</td>
<td>Java</td>
<td></td>
</tr>
<tr>
<td>[FBA11]</td>
<td>5</td>
<td>UML Diagrams</td>
<td></td>
</tr>
<tr>
<td>[BGvS11]</td>
<td>7</td>
<td>Aspects-oriented systems</td>
<td></td>
</tr>
<tr>
<td>[SA13]</td>
<td>3</td>
<td>Java</td>
<td></td>
</tr>
<tr>
<td>[FM13]</td>
<td>13</td>
<td>JavaScript</td>
<td></td>
</tr>
<tr>
<td>[VMDP14]</td>
<td>10</td>
<td>Java</td>
<td></td>
</tr>
<tr>
<td>[PPF+14]</td>
<td>2</td>
<td>Java</td>
<td></td>
</tr>
<tr>
<td>[APFC15]</td>
<td>3</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>[FSMS15]</td>
<td>1</td>
<td>C</td>
<td></td>
</tr>
<tr>
<td>[Non15]</td>
<td>1</td>
<td>Java</td>
<td></td>
</tr>
<tr>
<td>[VVDP+16]</td>
<td>10</td>
<td>JavaScript</td>
<td></td>
</tr>
<tr>
<td>[OCBZ09]</td>
<td>2</td>
<td>Java</td>
<td></td>
</tr>
</tbody>
</table>

**Machine learning-based**

<table>
<thead>
<tr>
<th>Reference</th>
<th>#Smells</th>
<th>Languages/Artifacts</th>
</tr>
</thead>
<tbody>
<tr>
<td>[KVGS09]</td>
<td>1</td>
<td>Java</td>
</tr>
<tr>
<td>[BBEAM10]</td>
<td>1</td>
<td>Java</td>
</tr>
<tr>
<td>[KVGS11]</td>
<td>3</td>
<td>Java</td>
</tr>
<tr>
<td>[MAB+12b]</td>
<td>4</td>
<td>Java</td>
</tr>
<tr>
<td>[CMC15]</td>
<td>1</td>
<td>Java</td>
</tr>
<tr>
<td>[MKMD16]</td>
<td>NA</td>
<td>Java</td>
</tr>
</tbody>
</table>

**History-based**

<table>
<thead>
<tr>
<th>Reference</th>
<th>#Smells</th>
<th>Languages/Artifacts</th>
</tr>
</thead>
<tbody>
<tr>
<td>[FS15]</td>
<td>3</td>
<td>Java</td>
</tr>
<tr>
<td>[PBDP+15]</td>
<td>5</td>
<td>Java</td>
</tr>
</tbody>
</table>

**Rule/Heuristics-based**

<table>
<thead>
<tr>
<th>Reference</th>
<th>#Smells</th>
<th>Languages/Artifacts</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Ram10]</td>
<td>5</td>
<td>C</td>
</tr>
<tr>
<td>[EAM09]</td>
<td>8</td>
<td>Use-case Model</td>
</tr>
<tr>
<td>[AHTM11]</td>
<td>8</td>
<td>C++</td>
</tr>
<tr>
<td>[FTC07]</td>
<td>1</td>
<td>Java</td>
</tr>
<tr>
<td>[TCC08]</td>
<td>1</td>
<td>Java</td>
</tr>
<tr>
<td>[TC11]</td>
<td>1</td>
<td>Java</td>
</tr>
<tr>
<td>[CMRT10]</td>
<td>4</td>
<td>UML Models</td>
</tr>
<tr>
<td>[ABT15]</td>
<td>1</td>
<td>UML Models</td>
</tr>
<tr>
<td>[PPDL+16]</td>
<td>5</td>
<td>Java</td>
</tr>
<tr>
<td>[LCCY13]</td>
<td>1</td>
<td>Java</td>
</tr>
<tr>
<td>[PDMG14]</td>
<td>8</td>
<td>REST APIs</td>
</tr>
<tr>
<td>[MGDM10]</td>
<td>4</td>
<td>Java</td>
</tr>
<tr>
<td>[TK11]</td>
<td>6</td>
<td>Palladio Component Model</td>
</tr>
<tr>
<td>[ADPAG13]</td>
<td>17</td>
<td>Java</td>
</tr>
<tr>
<td>[SMT16]</td>
<td>30</td>
<td>C#</td>
</tr>
<tr>
<td>[KKS+14]</td>
<td>8</td>
<td>Java</td>
</tr>
</tbody>
</table>
2.3. RESULTS AND DISCUSSION

Table 2.7: Smell Detection Methods and Corresponding References

<table>
<thead>
<tr>
<th>Smell detection method</th>
<th>Reference</th>
<th>#Smells</th>
<th>Languages/ Artifacts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[SKBD14]</td>
<td>7</td>
<td>Java</td>
</tr>
<tr>
<td></td>
<td>[GEBK15]</td>
<td>3</td>
<td>Java</td>
</tr>
<tr>
<td></td>
<td>[OKKI15]</td>
<td>5</td>
<td>XML (WSDL)</td>
</tr>
</tbody>
</table>

Each detection method comes with a set of strengths and weaknesses. metric-based smell detection is convenient and relatively easy to implement; however, as discussed before, one cannot detect many smells using only commonly known metrics. Another important criticism of metric-based methods is their dependence on choosing an appropriate set of thresholds, which is a non-trivial challenge. Rule/Heuristic-based detection methods expand the horizon of metric-based detection by strengthening them with the power of heuristics defined on source code entities. Therefore, rule/heuristic-based methods combined with metrics offer detection mechanisms that can reveal a high proportion of known smells. History-based methods have a limited applicability because only a few smells are associated with evolutionary changes. Therefore, a source code entity (such as a method or a class) that has not necessarily evolved in a certain way to suffer from a smell cannot be detected by history-based methods. Machine learning approaches depend heavily on training data and the lack of such training datasets is a concern [KVGS09]. Also, it is still unknown whether machine learning-based detection algorithms can scale to the large number of known smells. Further, optimization-based smell detection methods depend on metric data and corresponding thresholds. This fact makes them suffer from limitations similar to metric-based methods.

2.3.4.1 Machine learning techniques on source code

In this section, we present an introduction to deep learning and machine learning techniques applied on source code including code smells detection.

Introduction to deep learning

Machine learning is a subfield of artificial intelligence that trains solutions to problems rather than modeling them through hard-coded rules. In this approach, the rules that solve a problem are not set a-priori; rather, they are inferred in a data-driven manner. In supervised learning, a model is trained by being exposed to examples of instances of the problem along with their expected answers and statistical regularities are drawn. The representations that are learned from the data can in turn be applied and generalized to new, unseen data in a similar context.

Deep learning is a subfield of machine learning that allows computational models composed of multiple processing layers to learn representations of data with multiple levels of abstraction [LBH15, GBCB16]. Even though the idea of layered neural networks with internal “hidden” units was already introduced in the 80s [RHW86], a breakthrough in the field
came in 2006 by Hinton et al. [HOT06] who introduced the idea of learning a hierarchy of features one level at a time. Ever since, and particularly during the course of the last decade, the field has taken off due to the advances in hardware, the release of benchmark datasets [DDS+09, KH09, LCB10], and a growing research focus on optimization methods [Mar10, KB14]. Although deep learning architectures often consist of tens or hundreds of successive layers, much shallower architectures may also fall under the category of deep learning, as long as at least one hidden layer exists between the input and the output layer.

Deep learning architectures are being used extensively for addressing a multitude of detection, classification, and prediction problems. Architectures involving layers of CNNs are inspired by the hierarchical organization of the visual cortex in animals, which consists of alternating layers of simple and complex cells [FVE91, HW62]. CNNs have been proven particularly effective for problems of optical recognition and are widely used for image classification and detection [KSH12, SLJ+15, LBBH98], segmentation of regions of interest in biological images [KBF16], and face recognition [LGTB97, PVZ+15]. Besides recognition of directly interpretable visual features of an image, CNNs have also been used for pattern recognition in signal spectograms, with applications in speech recognition [SKS+15]. In these applications the input data are given in the form of matrices (2D arrays) for representing the 2D grid layout of pixels in an image. 1D representations of data have been used for applying 1D convolutions in sequential data such as textual patterns [JZ15] or temporal event patterns [LYC17, AAK+17]. However, when it comes to sequential data, Recurrent Neural Networks (RNNs) [RHW86] have been proven superior due to their capability to dynamically “memorize” information provided in previous states and incorporate it to a current state. Long Short Term Memory (LSTM) networks are a special kind of RNN that can connect information spanning long-term intervals, thus capturing long-term dependencies. LSTMs have been found to perform reasonably well on various data sets within the context of representative applications that exhibit sequential patterns, such as speech recognition and music modeling [GSK+17, GJM13]. In addition, they have been established as state-of-the-art networks for a variety of natural language processing tasks; indicative applications include natural language generation [WGM+15], sentiment classification [WHZ+16, BPD17] and neural machine translation [CvMG+14], among others.

**Machine learning techniques on source code**

The emergence of online open-source repository hosting platforms such as GitHub in recent years has led to an explosion on the volumes of openly available source code along with metadata related to software development activities; this bulk of data is often referred to as “Big Code” [ABDS18]. As an effect, software maintenance activities have started leveraging the wealth of openly available data, the availability of computational resources, and the recent advances in machine learning research. In this context, statistical regularities observed in source code have revealed the repetitive and predictable nature of programming languages, which has been compared to that of natural languages [HBS+12, Ern17]. To this end, problems of automation in natural language processing, such as identification of semantic similarity between texts, translation, text summarisation, word prediction
and language generation have been examined in parallel with the automation of software development tasks. Relevant problems in software development include clone detection [WTVP16, WL17], de-obfuscation [VCD17], language migration [NNN13], source code summarisation [IKCZ16], auto-correction [PNSLB16, GPKS17], auto-completion [FGL12], generation [OFN+15, LBG+16, YN17], and comprehension [APG17].

On a par with equivalent problems in natural language processing, the methods employed to address these software engineering problems have switched from traditional rule-based and probabilistic n-gram models to deep learning methods. The majority of the proposed deep learning solutions rely on the use of RNNs which provide sophisticated mechanisms for capturing long term dependencies in sequential data, and specifically LSTMs [HS97] that have demonstrated particularly effective performance on natural language processing problems.

Alternative approaches to mining source code have employed CNNs in order to learn features from source code. Li et al. [LHZL17] have used a single-dimension CNNs to learn semantic and structural features of programs by working at the AST level of granularity and combining the learned features with traditional hand-crafted features to predict software defects. This method however incorporates hand-crafted features in the learning process and is not proven to yield transferable results. Similarly, a one-dimensional CNN-based architecture has been used by Allamanis et al. [APS16] in order to detect patterns in source code and identify “interesting” locations where attention should be focused. The objective of the study is to predict short and descriptive names of source code snippets (e.g., a method body) given solely its tokens. CNNs have also been used by Huo et al. [HLZ16] in order to address the problem of bug localization. This approach leverages both the lexical information expressed in the natural language of a bug report and the structural information of source code in order to learn unified features. A more coarse-grain approach that also employs CNNs has been proposed in the context of program comprehension [OAH+18] where the authors use imagery rather than text in order to discriminate between scripts written in two programming languages, namely Java and Python.

**Code smells detection using machine learning techniques**

Foutse et al. [KVGS09, KVGS11] use a Bayesian approach for the detection of smells. Their study forms a Bayesian graph using a set of metrics and determines the probability whether a class belongs to a smell or not. Similarly, Abdou et al. [MAB+12b, MAB+12a] employ support vector machine-based classifiers trained using a set of 60 object-oriented metrics for each class to detect design smells (blob, feature concentration, spaghetti code, and swiss army knife). Furthermore, Sérgio et al. [BBEAM10] detect long method smell instances by employing binary logistic regression. They use commonly used method metrics, such as Method Lines of Code (mloc) and cyclomatic complexity as regressors. Bardez et al. [BKG19] presents an ensemble method that combine outcome of multiple tools to detect god class and feature envy smells. They identify a set of key metrics for each smell and feed them to a CNN-based architecture. Fontana et al. [FPRZ16] compare performance of various
machine learning algorithms in detecting *data class, god class, feature envy, and long method*. However, machine learning techniques to detect smells are considered far from mature. In a recent study, Di Nucci *et al.* [NPT+18] note that the problem of detecting smells still requires extensive research to attain a maturity that would produce results of practical use. In addition, machine learning techniques (such as Bayesian networks, support vector machines, and logistic regression) that have been applied so far require considerable preprocessing to generate features for the source code, a substantial effort that hinders their adoption in practice. Traditionally, researchers use machine-learning methods that require extracting feature-sets from source code. Typically, code metrics are used as the feature set for smell detection purposes. We perceive two shortcomings in such usage of machine-learning methods for detecting smells. First, we need an external tool to compute metrics for the target programming language on which we would like to apply the machine learning model. Those that have a metrics computation tool may deduce many smells directly by combining these metrics [Mar04, SS18] and thus applying a machine-learning method is redundant. Second and more importantly, we are limiting the machine learning algorithm to use only the metrics that we are computing and feeding as feature-set. Therefore, the machine learning algorithm cannot observe any pattern that is not captured by the provided set of metrics.

### Implications

We identify five categories of smell detection mechanisms. An implication of the categorization for the research community is the positioning of new smell detection methods; the authors can classify their new methods as one of these categories or propose a new smell detection method category.

Among the five types of smell detection methods, metric-based tools are the most popular and relatively easier to develop. On the other hand, researchers are attracted towards machine learning-based methods to overcome the shortcomings of other smell detection methods such as the dependence on choosing appropriate threshold values for metrics. However, many challenges remain in using machine learning techniques. The availability of a standard training dataset and advancements in employing deep learning models would encourage researchers to develop better smell detection tools using machine learning approaches.

### 2.3.5 LR-RQ5: What are the open research questions?

Despite the availability of huge amount of literature on smells and associated aspects, we perceive many opportunities to expand the domain knowledge.

1 **False-positives and lack of context**: Results produced by the present set of smell detection tools are prone to false-positive instances [FDW+16, KVGS11].

   - The major reason of the false-positive proneness of the smell detection methods is that metrics and rule-based methods depend heavily on the metrics thresh-
olds. The software engineering community has identified threshold selection as a challenge [KKS+14], [FBA11]. There have been many attempts to identify optimal thresholds [FFZY15, LLNL16, FBB+12]; however, the proneness to false-positives cannot be eliminated in metrics and rule-based methods since one set of thresholds (or a method to derive thresholds) do not apply in another context.

- Many authors have asserted that smell detection is a subjective process [ML06, PBP+14, MHB08]. As Gil et al. [GL16] say — “Bluntly, the code metric values, when inspected out of context, mean nothing.” Similarly, Fontana et al. [FDW+16] list a set of commonly detected smells that solve a specific design problem in the real-world.

We suggest that the smells identified using tools must go through an expert-based scrutiny to finally tag them as quality problems. Essentially, the present set of smell detection methods are not designed to take context into account. One potential reason is that it is not easy to define, specify, and capture context. This presents an interesting yet challenging opportunity to significantly improve the relevance of detected smells.

- Another interesting concern related to smells in the context of false-positives is that smells are indicative by definition and thus it is unfair to tag smells as false-positive based on the context. As shown in Figure 2.3, a recorded smell could be a false-positive instance (and thus not an actual smell) when it does not fulfill the criteria of a smell by the definition of a smell. When the recorded smell is not a false-positive instance, it could either be a smell which is not a quality problem considering the context of the detected smell or it could be a definite quality problem contributing to technical debt. **This brings up the interesting insight that researchers and practitioners need to perceive smells (as indicators) differently from definite quality problems.**

![Figure 2.3](image-url)

Figure 2.3: A recorded smell could be a false-positive instance, a smell that is not a quality problem, or a definite quality problem.

For example, consider a tool reports an instance of data class smell in a software system. As explained in Table 2.4, this smell occurs when a class contains only data fields without any methods. A common practice is to tag the instance of a
data class as a false-positive when it is serving a specific purpose in that context [FDW+16]. However, we argue that rather than tagging the instance as a false-positive (based on the context), we define smells as being separate from the definite quality problems. A fowl smell in a restaurant may indicate something is rotten, but can also accompany the serving of a strongly smelling cheese.

In a manual inspection, if we find that the class has one method apart from data fields then the reported smell is a false-positive instance since it does not fulfill the condition of a data class smell. On the other hand, if the class only contains data fields without any method definition, it is a smell. As a developer, if one considers the context of the class and infers that the class is being used, for instance, as a DTO (Data Transfer Object) [Fow02] the smell is not a quality problem because it is the result of a conscious design decision. However, if the above case does not apply and the developer is using another class (typically a manager or a controller class) to access and manipulate the data members of the data class, the identified smell is a definite quality problem.

2 Limited detection support for known smells: Table 2.8 shows all the smell detection tools selected in this study and their corresponding supported smells. It is evident that most of the existing tools support detection of a significantly smaller subset of known smells. Researchers [PDLBO14, RA15, SMT16] have identified the limited support present for identifying smells in the existing literature. The deficiency poses a serious threat to empirical studies that base their research on a severely low number of smells.
Table 2.8: Smell Detection Methods and supported smells

<table>
<thead>
<tr>
<th>References</th>
<th>Detection Method</th>
<th>God class</th>
<th>Feature envy</th>
<th>Shotgun surgery</th>
<th>Data class</th>
<th>Long method</th>
<th>Functional decomposition</th>
<th>Refused bequest</th>
<th>Spaghetti code</th>
<th>Divergent Change</th>
<th>Long Parameter List</th>
<th>Other smells</th>
<th>Total smells</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Mar05]</td>
<td>metric-based</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>[Mun05]</td>
<td>metric-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>[SLT06]</td>
<td>metric-based</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>[VRDBDR07]</td>
<td>metric-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>[FTC07]</td>
<td>Rule/Heuristic-based</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>[TCC08]</td>
<td>Rule/Heuristic-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>[KVGS09]</td>
<td>Machine learning-based</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>[EAM09]</td>
<td>Rule/Heuristic-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>[OCBZ09]</td>
<td>metric-based</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>[BBEAM10]</td>
<td>Machine learning-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>[MGDM10]</td>
<td>Rule/Heuristic-based</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>[MBH10]</td>
<td>metric-based</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>[Ram10]</td>
<td>Rule/Heuristic-based</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>[OKAG10]</td>
<td>metric-based</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>[MGvS10]</td>
<td>metric-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>[CMRT10]</td>
<td>Rule/Heuristic-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>[TC11]</td>
<td>Rule/Heuristic-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>[KVGS11]</td>
<td>Machine learning-based</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>3</td>
</tr>
</tbody>
</table>
Table 2.8: Smell Detection Methods and supported smells

<table>
<thead>
<tr>
<th>References</th>
<th>Detection Method</th>
<th>God class</th>
<th>Feature envy</th>
<th>Shotgun surgery</th>
<th>Data class</th>
<th>Long method</th>
<th>Functional decomposition</th>
<th>Refused bequest</th>
<th>Spaghetti code</th>
<th>Divergent Change</th>
<th>Long Parameter List</th>
<th>Other smells</th>
<th>Total smells</th>
</tr>
</thead>
<tbody>
<tr>
<td>[BGvS11]</td>
<td>metric-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7</td>
</tr>
<tr>
<td>[FBA11]</td>
<td>metric-based</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>[TK11]</td>
<td>Rule/Heuristic-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>[AHTM11]</td>
<td>Rule/Heuristic-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>[MAB+12b]</td>
<td>Machine learning-based</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>[PM13]</td>
<td>metric-based</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>[SA13]</td>
<td>metric-based</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>[ADPAG13]</td>
<td>Rule/Heuristic-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17</td>
</tr>
<tr>
<td>[DPX13]</td>
<td>metric-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>[LCCY13]</td>
<td>Rule/Heuristic-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>[VMDD14]</td>
<td>metric-based</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>[SKBD14]</td>
<td>Optimization-based</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>[PPF14]</td>
<td>metric-based</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>[KKS14]</td>
<td>Optimization-based</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>[PDMD14]</td>
<td>Rule/Heuristic-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>[APFC15]</td>
<td>metric-based</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>[GEBK15]</td>
<td>Optimization-based</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>[CMC15]</td>
<td>Machine learning-based</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
</tbody>
</table>
### Table 2.8: Smell Detection Methods and supported smells

<table>
<thead>
<tr>
<th>References</th>
<th>Detection Method</th>
<th>God class</th>
<th>Feature envy</th>
<th>Shotgun surgery</th>
<th>Data class</th>
<th>Long method</th>
<th>Refused bequest</th>
<th>Spaghetti code</th>
<th>Divergent Change</th>
<th>Long Parameter List</th>
<th>Other smells</th>
<th>Total smells</th>
</tr>
</thead>
<tbody>
<tr>
<td>[PBDP+15]</td>
<td>History-based</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>[FSMS15]</td>
<td>metric-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>[FS15]</td>
<td>History-based</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>[OKKI15]</td>
<td>Optimization-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>[Non15]</td>
<td>metric-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>[ABT15]</td>
<td>Rule/Heuristic-based</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>[PPDL+16]</td>
<td>Rule/Heuristic-based</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>[VVDG+16]</td>
<td>metric-based</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>[SMT16]</td>
<td>Rule/Heuristic-based</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>23</td>
</tr>
<tr>
<td>[MKMD16]</td>
<td>Machine learning-based</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>5</td>
</tr>
</tbody>
</table>
Figure 2.4 shows number of studies detecting a specific smell sorted by the number of studies detecting the smells (the top 20 most frequently detected smells). The figure shows that god class smell has been detected the most in the smells literature. On the other hand, some of the smells have been detected only by one study; these smells include parallel inheritance hierarchy [PBDP15], closure smells [FM13], isp violation [Mar05], hub-like modularization [SMT16], and cyclic hierarchy [SMT16]. Obviously, there are many other smells that have not been detected by any study. The importance and relevance of a smell cannot be determined by its popularity. Hence, the research community also needs to explore the relatively less commonly detected smells and strengthen the quality analysis.

![Image of Figure 2.4: The number of studies detecting a specific smell]

Further, academic researchers have concentrated heavily on a single programming language, namely Java [RA15]. The 46 smell detection methods for source code shown in Table 2.8 have their targets distributed as follows: 31 for Java, six for models, two for C, two for C++, two for JavaScript, one for C#, and one each for XML and REST APIs. Expanding the smell detection tools to support a wide range of known smells and diverse programming languages and platforms is another open opportunity.

3 Immature application of machine learning techniques for smell detection: Recently many researchers attempted machine learning techniques to detect smells [KVGS09, KVGS11, MAB+12b, MAB+12a]. However, machine learning techniques to detect smells are considered far from mature. In a recent study, Di Nucci et al. [NPT+18] note that the problem of detecting smells requires much more research to attain a maturity. There are two shortcomings in the current usage of machine-learning methods for detecting smells. First, heavy feature engineering — current techniques typically
use traditional code metrics as the feature-set. Some authors use customized metrics such as distance metrics used by Liu et al. [LXZ18]. Therefore, they need an external tool to compute the set of metrics for the target programming language. If one has a metrics computation tool, she may deduce many smells by combining these metrics [Mar04, SS18] and thus applying a machine-learning method is redundant especially when the human factors and context have not been taken into account during the training process. Second and more importantly, existing attempts limit the machine learning algorithm to use only the metrics that are fed as feature-set. The main premise of using machine-learning method is to bring context and human factor into consideration. However, feeding an algorithm with only metrics, that does not cover either the context or the human factors, defies the purpose of applying machine learning algorithms.

4 Inconsistent smell definitions and detection methods: The abundance of the smell literature has produced inconsistencies in the definition of smells and their detection methods. For example, god class is one of the most commonly researched smells; however, researchers have defined it differently. Riel [Rie96] has defined it as the class that tend to centralize the knowledge in the system. On the other hand, Gabriela et al. [CMC15] defined it as a class that has too many methods and Mazeiar et al. [SLT06] specified it as the class which is used more extensively than others. Similarly, based on their description and interpretation, their detection methods also differ significantly and they detect smells inconsistently. Furthermore, in some cases, identical interpretation of smells may also produce different results due to the variation in chosen thresholds of employed metrics.

Even further, metrics tools show inconsistent results even for well-known metrics such as lcom, cc, and loc. For example, one tool might implement one variation of lcom and another tool may realize another or custom variation of the metric while both the tools refer to the metric with the same name. Such inconsistencies in smell definition and their detection methods have been identified by the community [RA15, AFBZ12, SSSG13].

It is, therefore, important and relevant to establish a standard with respect to smell definition, their implementation, as well as commonly used metrics.

5 Impact of smells on productivity: In Section 2.3.3, we present the available literature that discusses the impact of smells on software quality as well as processes and people. It is believed that smells affect mainly maintainability and poor maintainability in turn impacts productivity of the development team. As shown in Section 2.3.3, the current literature draws connection between impact of smells and maintainability. However, the impact of smells on productivity is not yet explored to a sufficient detail. Other researchers [ZHB11] have also identified the need to better understand the impact of smells. We believe that establishing an explicit and concrete relation between smells and productivity will enhance the adoption of the concepts concerning smells among
practitioners.

**Implications**

In the above discussion, we elaborated on the inherent deficiencies in the present set of smell detection methods. These deficiencies include lack of context and a small number of detectable smells on a very small number of platforms. This analysis clearly calls for effective and widely-applicable smell detection tools and techniques. Inconsistent smell definitions and detection methods indicate the need to set up a standard for smell definitions as well as verified datasets of smells.

## 2.4 Conclusions

This survey presents a synthesized and consolidated overview of the current knowledge in the domain of software smells. We extensively searched a wide range of conferences and journals for the relevant studies published from year 1999 to 2016. The studies selected in all the phases of the selection, an exhaustive smell catalog, as well as the program that generates the smell catalog are made available online.\(^2\)

Our study has explored and identified the following dimensions concerning software smells in the literature.

- We reveal five defining characteristics of software smells: *indicator, poor solution, violates best practices, impacts quality, and recurrence*.
- We identify and catalog a wide range of smells (more than 250 at the time of writing this thesis) that we made available online and classify them based on 14 focus areas.
- We classify existing smell classifications into four categories: *effect-based, principle-based, artifact characteristic-based, and granularity-based*.
- We curate ten factors that cause smells to occur in a software system. We also classify these causes based on their actors.
- We categorize existing smell detection methods into five groups: *metric-based, rules/heuristic-based, history-based, machine learning-based, and optimization-based*.
- We observe that the existing literature does not differentiate between a smell (as an indicator) and a definite quality problem.

2.4. CONCLUSIONS

We identify the following gaps and research opportunities in the present set of tools and techniques.

- The community believes that the existing smell detection methods suffer from high false-positive rates. Also, existing methods cannot define, specify, and capture the context of a smell.

- The currently available tools can detect only a very small number of smells. Further, most of the tools largely only support the Java programming language.

- The machine learning mechanism used to detect smells do not exploit the power of the machine/deep learning are considered far from the maturity.

- Existing literature has produced inconsistent smell definitions. Similarly, smell detection methods and the corresponding produced results are highly inconsistent.

- The current literature does not establish an explicit connection between smells and their impact on productivity of a software development team.
Chapter 3
Methodology

Research formalizes curiosity; methodology formalizes research ... in a context.

In this chapter, we shed light on the thesis objectives, define scope of each subsequent experiment by specifying research questions, and provide an overview of the study design. We first present the study design for production source code, then we elaborate on the study to detect smells using deep learning. Further, we describe our study design for maintainability analysis for configuration code and database schema code.

3.1 Research Objectives

The problem of maintainability analysis for traditional production source code and other sub-domains of software needs to be broken into smaller experiments in order to do justice to each aspect of the larger investigation. In the next sub-sections, we elaborate on the individual experiments that helped us realize the bigger goal.

To separate the discussion, each research question is prefixed with a one or two letter acronym. For research questions investigating maintainability in production source code, we put P as prefix. Similarly, we use D for deep learning, C for maintainability analysis for configuration code, and DB for database schema quality analysis related research questions.

3.1.1 Maintainability Analysis for Production Source Code

The first experiment concerns maintainability analysis for production code belonging to a mainstream programming language i.e., C#. It involves analyzing source code and revealing
aspects such as distribution of architecture, design, and implementation smells, relationships such as correlation and collocation among the smells at different granularities, and the relationship between project size and corresponding quality issues.

We formulated the following research questions towards the quality analysis goal of C# projects.

**P-RQ1. What is the distribution of implementation, design, and architecture smells in C# code?**
We investigate the distribution of smells to find out whether there exists a set of implementation, design, and architecture smells that is more prevalent in the analyzed open-source repositories. The answer to this research question may caution the developers about a set of smells expected to have more chances of occurrence and prompts them to take precautionary measures.

**P-RQ2. Do the detected smell instances belonging to different granularities correlate?**
We explore the correlation between smell instances arising at different granularities. Specifically, we explore correlation between design and implementation, as well as architecture and design smell instances. A strong correlation between kinds of code smells would encourage us to understand the occurrence patterns and provide valuable insights into the similarity between these pairs.

Further, we also investigate the correlation between individual design smells and architecture smells. This would help us to find out whether there exist specific types of design smells that are strongly correlated to architecture smells.

**P-RQ3. Is the principle of coexistence applicable to smells in C# projects?**
It is commonly believed that patterns (and smells) co-exist [BMR+96a, SSS14] i.e., if we find one smell, it is very likely that we will find many more smells around it. We investigate the intra-category co-occurrences of a smell with other smells to find out whether and to what degree the folklore is true.

**P-RQ4. Does smell density depend on the size of the C# repository?**
It is commonly believed that the complexity of a software system increases with the size of the system. We investigate the relationship between the size of a C# repository and associated smell density to find out how the smell density changes as the size of a C# project increases. Smell density is a normalized metric that represents the average number of smells identified per thousand lines of code.

**P-RQ5. Are architecture smells collocated with design smells?**
The question aims to explore whether architecture and design smell occur at the same location (i.e., classes) within the source code. A positive result of the collocation analysis would establish a strong relationship between architecture and design smells.

Apart from exploring collocation cumulatively between both kinds of smells, the question investigates the collocation relationships between individual pairs of design
smells and architecture smells. This would help us to figure out whether and to what extent specific design smells show collocation with architecture smells.

P-RQ6. Can the refactoring of design smells lead to fewer architecture smells?

In this research question, we figure out the impact of design smell refactorings on architecture smells. It will reveal the degree of influence of design smells on architecture smells. A high influence will hint that by refactoring design smells we can remove a high number of architecture smells. On the other hand, a low influence of architecture smells will lead us to conclusion that we need to put effort to refactor smells at each granularity separately.

Figure 3.1: Overview of the maintainability analysis study on C# code

Figure 3.1 shows the overview of the experiment. We define a set of aforementioned research questions, select a set of repositories containing C# code by using RepoReapers [MKCN17] and download them. We use Designite [SMT16] to analyze the downloaded repositories and to detect implementation, design, and architecture smells. We analyze the detected smells and perform distribution, correlation, and collocation analysis to address the research questions.

3.1.2 Detecting Smells using Deep Learning

The goal of this research is to explore the possibility of applying state-of-the-art deep learning methods to detect smells. Further, this work inquires into the feasibility of applying transfer-learning. Transfer-learning refers to the technique where a learning algorithm
exploits the commonalities between different learning tasks to enable knowledge transfer across the tasks [BCV13]. Based on the above stated goals, we define the following research questions to explore in this work.

**D-RQ1. Is it possible to use deep learning methods to detect code smells? If yes, which deep learning method performs superior?**

We use CNN and RNN models in this exploration. For the CNN-based architecture, we provide input samples in 1D and 2D format to observe the difference in their capabilities due to the added dimension; we refer to them as CNN-1D and CNN-2D respectively. In the context of this research question, we define the following hypotheses.

**D-RQ1.H1** It is feasible to detect smells using deep learning methods.

The considered deep learning models are powerful mechanisms that have the ability to detect complex patterns with sufficient training. These models have demonstrated high performance in the domain of image processing [KSH12, SLJ15] and natural language processing [LPM15]. We believe we can leverage these models in the presented context.

**D-RQ1.H2** CNN-2D performs better than CNN-1D in the context of detecting smells.

The rationale behind this hypothesis is the added dimensionality in CNN-2D. The 2D model might observe inherent patterns when input data is presented in two dimensions that may possibly be hidden in one dimensional format. For instance, a 2-D variant could possibly identify the nesting depth of a method easier than its 1-D counterpart when detecting complex method smell.

**D-RQ1.H3** An RNN model performs better than CNN models in the smell detection context.

RNN are considered better for capturing sequential patterns and have the reputation to work well with text. Thus, taking into account the similarities that source code and natural language share, RNN could prove superior than CNN models.

**D-RQ2. Is transfer-learning feasible in the context of detecting smells? If yes, which deep learning model exhibits superior performance in detecting smells when applied in transfer-learning setting?**

Transfer-learning is the capability of an algorithm to exploit the similarities between different learning tasks and offering a solution of a task by transferring knowledge acquired while solving another task. We would like to explore whether it is feasible to train a deep learning model from samples of C# and predict the smells using this trained model in samples of Java programming language.

We derive the following hypotheses.

**D-RQ2.H1** It is feasible to apply transfer-learning in the context of code smell detection.

We train the deep learning models using C# code fragments and evaluate the trained model using Java fragments. Given the high similarity in the syntax between the
two programming languages, we believe that we may train the model from training samples and use the trained model to classify smelly and non-smelly fragments from our evaluation samples.

**D-RQ2.H2** Transfer-learning performs inferior compared to direct-learning.

Direct-learning in the context of our study refers to the case where training and evaluation samples belong to the same programming language. We expect that the performance of the models in the transfer-learning could be inferior to that compared to direct-learning given both the problems are equally hard i.e., negative and positive sample showing similar distribution.

Figure 3.2: Overview of the Proposed Method

Figure 3.2 provides an overview of the experiment. We download 1,072 C# and 100 Java repositories from GitHub. We use Designite and DesigniteJava to analyze C# and Java code respectively. We use CodeSplit to extract each method and class definition into separate files from C# and Java programs. Then the learning data generator uses the detected smells to bifurcate code fragments into positive or negative samples for a smell—positive samples contain the smell while the negative samples are free from that smell. Tokenizer takes a method or class definition and generates integer tokens for each token in the source code. We apply preprocessing operation, specifically duplicates removal, on the output of Tokenizer. The processed output of Tokenizer is ready to feed to the neural networks.

### 3.1.3 Maintainability Analysis for Configuration Code

In the pursuit to extend the maintainability analysis, we carry out a study to analyze the existing configuration code and evaluate the associated code quality to examine the existing practices towards keeping configuration code maintainable.
We formulated the following research questions towards the quality analysis goal of configuration code.

**C-RQ1.** *What is the distribution of maintainability smells in configuration code?*
We investigate the distribution of configuration smells to find out whether there exists a set of implementation and design configuration smells that occur more frequently with respect to another set of configuration smells.

**C-RQ2.** *What is the relationship between the occurrence of design configuration smells and implementation configuration smells?*
We study the instances of design configuration smells and implementation configuration smells to discover the degree of co-occurrence between the two categories of configuration smells.

**C-RQ3.** *Is the principle of coexistence applicable to smells in configuration projects?*
In traditional software engineering, it is said that patterns (and smells) co-exist as “No pattern is an island” [BMR+96b] i.e. if we find one, it is very likely that we will find many more around it [BMR+96b, SSS14]. We investigate the intra-category co-occurrence of a smell with other smells to find out whether the folklore is true in the context of configuration smells. Furthermore, we investigate whether all the smells in each of the categories follow the principle with a same degree.

**C-RQ4.** *Does smell density depend on the size of the configuration project?*
We investigate the relationship between the size of a configuration project and associated smell density for both smell categories to find out how the smell density changes as the size of the configuration project increases.

---

Figure 3.3: Overview of the maintainability analysis study on configuration (Puppet) code
Figure 3.3 provides an overview of the maintainability analysis study on configuration smells. We collate best practices followed in IaC domain and define a taxonomy of configuration smells. To detect the majority of implementation configuration smells, we use Puppet-Lint [Pup16c]. Due to the lack of an existing tool that can detect design configuration smells, we develop a tool namely Puppeteer for detecting the cataloged design configuration smells. We identify repositories containing Puppet code and download them from GitHub [Git16]. We download 4,621 repositories containing 142,662 Puppet files and 8.9 million lines of code and analyze them with the help of Puppet-Lint and Puppeteer. We grouped the information collected based on the data required to answer the research questions and deduce our observations.

3.1.4 Maintainability Analysis for Database Code

Further, we set out a study to understand database code quality by mining database schema smells and explore their relationship with other software artifacts. The chosen subject systems are a wide variety of industrial as well as open-source software systems. We keep the focus of the study on performance and maintainability quality attributes of relational database code. Characteristics of smells, such as frequency (or the occurrence pattern) of smells [HPvD12, LVKM+14, BQO+12], provide dimensions of prioritization and refactoring. Similarly, relationships of smells with domains, frameworks, and other application characteristics [LVKM+14, FFM+13], help us understand the interplay of smells with application characteristics. In the context of database programming, ORM (Object-Relational Mapping) frameworks simplify database access by providing an abstraction. However, it is not understood whether the usage of an ORM framework in an application will lead us to fewer number of smells. Further, studying co-occurrence of database schema smells will complement the existing studies exploring properties of co-occurrence among smells [MVL03, SFS16].

With this background, we explore the following research questions.

**DB-RQ1. What are the occurrence patterns of database smells?**
We examine the distribution of database smells to find out whether there exists a set of database smells that occurs more frequently in general than another set of database smells.

**DB-RQ2. Does the size of the project or the database play a role in smell density?**
We investigate the relationship of the size of the project (both the total lines of code as well as total number of CREATE TABLE statements) and smell density.

**DB-RQ3. Does the nature of code (type of the application, or usage of ORM frameworks) affect the smell density?**
The usage of an ORM framework makes it easier to work with a database. We explore whether the usage of ORM frameworks and the type of the application influence database smell density.

**DB-RQ4. What is the degree of co-occurrence among database smells?**
Patterns and smells tend to occur together [BMR+96a, SSS14]. We examine the degree
of co-occurrence among database smells to find out a set of database smells that is likely to occur when a database smell gets detected.

Figure 3.4: Overview of the maintainability analysis study on database schema code

Figure 3.4 provides an overview of the experiment. To study the addressed questions, we compiled a catalog of 13 database schema smells. We attempt to understand developers’ perspective on database schema smells through an online survey. We developed a tool viz. DbDeo to extract embedded SQL statements from host source code (in which the SQL statements are embedded) and identify cataloged database smells. We analyzed 2,568 GitHub open-source repositories and 357 industrial close-source repositories containing SQL statements and provide empirical answers to each of the posed research questions.

3.2 Theoretical Background

In this section, we present the necessary theoretical background on which the experiments in this thesis are based on. We define and specify each category of smells — code smells (at three granularities — implementation, design, and architecture), configuration smells, and database schema smells and elaborate on the challenges of applying a deep learning-based smell detection mechanism.

3.2.1 Code Smells

The term code smells is an umbrella term; depending upon the granularity, scope, and impact, code smells can be classified as implementation, design, and architecture smells [SSS16].
3.2.1.1 Architecture Smells

Smells arising at architecture granularity (typically perceived at component level) and affecting software quality at system-level are referred as architecture smells. In this thesis, we examine, detect, and analyze seven common architecture smells. We provide their definitions below.

1. **Cyclic Dependency**: This smell arises when two or more architecture components depend on each other directly or indirectly [MCKX15, LR06].

2. **Unstable Dependency**: This smell arises when a component depends on other less stable components [FDW+16]. Stable Dependencies Principle (sdp) [Mar02] states that the dependencies between packages should be in the direction of the stability of the packages. Hence, a package should only depend on packages that are more stable than it is.

3. **Ambiguous Interface**: This smell arises when a component offers only a single, general entry-point into the component [GPEM09]. This smell typically appears in event-based publish-subscribe systems where interactions are not explicitly modelled and multiple components exchange event messages via a shared event bus.

4. **God Component**: This smell occurs when a component is excessively large either in terms of LOC (Lines Of Code) or number of classes [LR06].

5. **Feature Concentration**: This smell occurs when a component realizes more than one architectural concerns or features [dAAC14b]. In other words, the component is not cohesive.

6. **Scattered Functionality**: This smell arises when multiple components are responsible for realizing the same high-level concern [GPEM09]. It is an indication that possibly classes or methods must be moved from one component to another in order to reduce coupling among components and enhance cohesion within each component.

7. **Dense Structure**: This smell arises when components have excessive and dense dependencies without any particular structure [SFS16].

3.2.1.2 Design Smells

Design smells are structures in the design that indicate violation of fundamental design principles and negatively impact design quality [SSS14]. Table 3.1 lists all the design smells [SSS14] considered in this work along with their brief descriptions.

3.2.1.3 Implementation Smells

The scope and granularity of implementation smells is limited to typically a method. Table 3.2 lists all the implementation smells taken into consideration in this study.
### 3.2. THEORETICAL BACKGROUND

#### Table 3.1: Description of Detected Design Smells

<table>
<thead>
<tr>
<th>Design smell</th>
<th>Brief description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broken Hierarchy</td>
<td>a supertype and its subtype conceptually do not share an “IS-A” relationship</td>
</tr>
<tr>
<td>Broken Modularization</td>
<td>data and/or methods that ideally should have been localized into a single abstraction are separated and spread across multiple abstractions</td>
</tr>
<tr>
<td>Cyclically-dependent Modularization</td>
<td>two or more abstractions depend on each other directly or indirectly</td>
</tr>
<tr>
<td>Cyclic Hierarchy</td>
<td>a supertype in a hierarchy depends on any of its subtypes</td>
</tr>
<tr>
<td>Deep Hierarchy</td>
<td>an inheritance hierarchy is “excessively” deep</td>
</tr>
<tr>
<td>Deficient Encapsulation</td>
<td>the declared accessibility of one or more members of an abstraction is more permissive than actually required</td>
</tr>
<tr>
<td>Duplicate Abstraction</td>
<td>two or more abstractions have identical names or identical implementation</td>
</tr>
<tr>
<td>Hub-like Modularization</td>
<td>an abstraction has high incoming and outgoing dependencies</td>
</tr>
<tr>
<td>Imperative Abstraction</td>
<td>an operation is turned into a class</td>
</tr>
<tr>
<td>Insufficient Modularization</td>
<td>an abstraction exists that has not been completely decomposed, and a further decomposition could reduce its size, or implementation complexity</td>
</tr>
<tr>
<td>Missing Hierarchy</td>
<td>a code segment uses conditional logic to explicitly manage variation in behaviour</td>
</tr>
<tr>
<td>Multifaceted Abstraction</td>
<td>an abstraction has more than one responsibility assigned to it</td>
</tr>
<tr>
<td>Multipath Hierarchy</td>
<td>a subtype inherits both directly as well as indirectly from a supertype</td>
</tr>
<tr>
<td>Rebellious Hierarchy</td>
<td>a subtype rejects the methods provided by its supertype(s)</td>
</tr>
<tr>
<td>Unexploited Encapsulation</td>
<td>client code uses explicit type checks</td>
</tr>
<tr>
<td>Unfactored Hierarchy</td>
<td>there is unnecessary duplication among types in a hierarchy</td>
</tr>
<tr>
<td>Unnecessary Abstraction</td>
<td>an abstraction that is actually not needed</td>
</tr>
<tr>
<td>Unutilized Abstraction</td>
<td>an abstraction is left unused</td>
</tr>
<tr>
<td>Wide Hierarchy</td>
<td>an inheritance hierarchy is “too” wide</td>
</tr>
</tbody>
</table>

#### 3.2.2 Exploring Deep Learning-based Solution for Smell Detection

In this section, we present challenges in applying deep learning techniques on source code as well as selection of code smells for our exploration.
Table 3.2: Description of Detected Implementation Smells and Their Distribution

<table>
<thead>
<tr>
<th>Implementation smell</th>
<th>Brief description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complex Conditional</td>
<td>a complex conditional statement</td>
</tr>
<tr>
<td>Complex Method</td>
<td>a method with high cyclomatic complexity</td>
</tr>
<tr>
<td>Duplicate Code</td>
<td>a code clone within a method</td>
</tr>
<tr>
<td>Empty Catch Block</td>
<td>a catch block of an exception is empty</td>
</tr>
<tr>
<td>Long Identifier</td>
<td>an identifier with excessive length</td>
</tr>
<tr>
<td>Long Method</td>
<td>a method is excessively long</td>
</tr>
<tr>
<td>Long Parameter List</td>
<td>a method has long parameter list</td>
</tr>
<tr>
<td>Long Statement</td>
<td>an excessive long statement</td>
</tr>
<tr>
<td>Magic Number</td>
<td>an unexplained number is used in an expression</td>
</tr>
<tr>
<td>Missing Default</td>
<td>a switch statement does not contain a default case</td>
</tr>
<tr>
<td>Virtual Method Call from Constructor</td>
<td>a constructor calls a virtual method</td>
</tr>
</tbody>
</table>

3.2.2.1 Challenges in Applying Deep Learning on Source Code

Applying deep learning techniques on source code is non-trivial. In this section, we present challenges that we face in the process of applying deep learning techniques on source code.

**Analogies with other problems:**

Deep learning is advancing rapidly in domains that address problems of image, video, audio, text, and speech processing [LBH15]. Consequently, these advances drive current trends in deep learning and inspire applications across disciplines. As such, studies that apply deep learning on source code rely heavily on results from these domains, and particularly that of text mining.

Based on prior observations that demonstrate similarity between source code and natural language [HBS+12], the research community has largely addressed relevant problems on mining source code by adopting latest state-of-the-art natural language processing methods [APS16, PPDL+16, IKCZ16, VCD17, YN17]. However, besides similarities, there also exist major differences that need to be taken into consideration when designing such studies. First of all, source code, unlike natural language, is semantically brittle; minor syntactic changes can drastically change the meaning of code [ABDS18]. As an effect, treating code as text by ignoring the underlying formal semantics carries the risk of not preserving the appropriate meaning. Besides formal semantics, the syntax of source code obviously presents substantial differences compared to the syntax found in text. As a result, methods that perform well on text are likely to under-perform on source code. Architectures involving CNN-1D layers, for instance, have been proven effective for matching subsequences of short lengths [Cho17], which are often found in natural language where the length of sentences is limited. This however does not necessarily apply on self-contained fragments of source code, such as method definitions, which tend to be longer. Finally, even though good practices dictate naming conventions in coding, unlike natural language, there is no universal vocabulary of source code. This results to a diversity in the artificial vocabulary found in source code that
may affect the quality of the models learned.

Approaches that treat code as text mainly focus on the mining of sequential patterns of source code tokens. Other emerging approaches look into structural characteristics of the code with the objective of extracting visual patterns delineated on code [OAH+18]. Even though there are features in source code, such as nesting, which demonstrate distinctive visual patterns, treating source code in terms of such patterns and ignoring the rich intertwined semantics carries the risk of oversimplifying the problem.

**Lack of resources:**
Research employing deep learning techniques on software engineering data, including source code as well as other relevant artifacts, is still young. Consequently, results against traditional baseline techniques are very limited [FM17, HD17]. Especially when it comes to processing solely source code artifacts, relevant studies are scarce and mostly address the problem of drawing out semantics related to the functionality of a piece of code [APS16, WVLVP15, WTVP16, MLZ+16, PHN+15]. To the best of our knowledge, our study is the first to thoroughly investigate the application of deep learning techniques with the objective of examining characteristics of source code quality. Therefore, a major challenge in studies of this kind is that there is no prior knowledge that would guide this investigation, a challenge reflected on all stages of the inquiry. At the level of designing an experiment, there exist no rules of thumb indicating a set up for a deep learning architecture that adequately models the fine-grained features required for the problem in hand. Furthermore, at the level of training a model, there is no prior baseline for hyper-parameters that would lead to an optimal solution. Finally, at the level of evaluating a trained model, there exist no benchmarks to compare against; there is no prior concrete indication on the expected outcomes in terms of reported metrics. Hence, a result that would appear sub-optimal in another domain such as natural language processing, may actually account for a significant advance in software quality assessment.

Besides challenges that relate to the know-how of applying deep learning techniques on source code, there are technical difficulties that arise due to the paucity of curated data in the field. The need for openly available data that can serve for replicating data-driven studies in software engineering has been long stressed [Rob10]. The release of curated data in the field is encouraged through badging artifact-evaluated papers as well as dedicated data showcase venues for publication. However, the software engineering domain is still far from providing benchmark datasets, whereas the available datasets are limited to curated collections of repositories with associated metadata that lack ground truth annotation that is essential for a multitude of supervised machine learning tasks. Therefore, unlike domains such as image processing and natural language processing where an abundance of annotated data exist [KH09, DDS+09, LCB10, MDP+11], in the field of software engineering the lack of gold standards induces the inherent difficulty of collecting and curating data from scratch.
3.2.2.2 Selection of Smells

Over the last two decades, the software engineering community has documented many smells associated with different granularities, scope, and domains [SS18]. A comprehensive taxonomy of the software smells can be found online.¹ For this study, selection of smells is a crucial decision. The scope of the higher granularity smells, such as design and architecture smells, is large, often spanning to multiple classes and components. It is essential to provide all the intertwined source code fragments to the deep learning model to make sure that the model captures the key deciding elements from the provided input source code. Hence, it is naturally difficult to detect them using deep learning approaches, unless extensive feature engineering is performed beforehand in order to attain an appropriate representation of the data. We started with implementation smells because they can be detected typically just by looking at a method. However, we would like to avoid very simple smells (such as long method) which can be easily detected by less sophisticated techniques.

We chose complex method (cm—i.e., the method has high cyclomatic complexity), magic number (mn—i.e., an unexplained numeric literal is used in an expression), and empty catch block (ecb—i.e., a catch block of an exception is empty). These three smells represent three different kinds of smells where neural networks have to spot specific features. For instance, to detect magic number, the neural networks must spot a specific range of tokens representing magic numbers. On the other hand, detection of complex method requires looking at the entire method and the structural property within it (i.e., nesting depth of the method). For the detection of empty catch block the neural network has to recognize a sequence of a try block followed by an empty catch block.

To expand the horizon of the experiment, we also select multifaceted abstraction (ma—i.e., a class has more than one responsibility assigned to it) design smell. The scope of this smell is larger (i.e., the whole class) and detection is not trivial since the neural network has to capture cohesion aspect (typically captured by the Lack of Cohesion of Methods (lcom) metric in deterministic tools) among the methods to detect it accurately. This smell not only allows us to compare the capabilities of neural networks in detecting implementation smells with design smells but also sets the stage for the future work to build on.

3.2.3 Configuration Smells

We define configuration smells as follows:

> Configuration smells are the characteristics of a configuration program or script that violate the recommended best practices and potentially affect the program’s quality in a negative way.

Similar to traditional software engineering practices where smells are classified based on granularity and scope, configuration smells are also classified as implementation configuration smells, design configuration smells, documentation configuration smells, and so

¹http://www.tusharma.in/smells
on. In this work, our focus is on two major categories of configuration smells namely implementation configuration smells and design configuration smells.

3.2.3.1 Implementation Configuration Smells

Implementation configuration smells are quality issues such as naming convention, style, formatting, and indentation in configuration code. We prepare a list of recommended best practice by studying available resources, such as the Puppet style guide [Sty16] and rules implemented by Puppet-Lint. We group the best practices based on their similarity and arrive at a corresponding implementation configuration smell when a best practice is violated. Table 3.3 lists the implementation configuration smells and corresponding set of best practices.

Here, we present a list of implementation configuration smells with a brief description. Figure 3.5 shows an annotated Puppet example with all the cataloged implementation configuration smells.

**Figure 3.5: An annotated Puppet example with all the cataloged implementation configuration smells**

1. **Missing Default Case (imd)** A default case is missing in a `case` or `selector` statement.

2. **Inconsistent Naming Convention (inc)** The used naming convention deviates from the recommended naming convention.
Table 3.3: Mapping Between Implementation Configuration Smells and Corresponding Best Practices

<table>
<thead>
<tr>
<th>Smells</th>
<th>Best practices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Missing default case</td>
<td>Case and Selector statements should have a default case</td>
</tr>
<tr>
<td>Inconsistent naming</td>
<td>The names of variables, classes and defines should not contain a dash</td>
</tr>
<tr>
<td>Complex expression</td>
<td>Expressions should not be too complex</td>
</tr>
<tr>
<td>Duplicate entity</td>
<td>Duplicated hash keys and parameters should be removed</td>
</tr>
<tr>
<td>Misplaced attribute</td>
<td>• “ensure” attribute should be the first attribute specified</td>
</tr>
<tr>
<td></td>
<td>• The required parameters for a class or ‘define’ should be listed before optional parameters</td>
</tr>
<tr>
<td></td>
<td>• Right-to-left chaining arrows should not be used</td>
</tr>
<tr>
<td>Improper alignment</td>
<td>• Properly align arrows (arrows are not all placed one space ahead of the longest attribute)</td>
</tr>
<tr>
<td>Invalid property value</td>
<td>• Tabulation characters should not be used</td>
</tr>
<tr>
<td></td>
<td>• “ensure” property of file resource should be valid</td>
</tr>
<tr>
<td></td>
<td>• File mode should be represented by a valid 4-digit octal value (rather than 3) or symbolically</td>
</tr>
<tr>
<td></td>
<td>• The path of “puppet:///” URL should start with “modules/”</td>
</tr>
<tr>
<td>Incomplete tasks</td>
<td>“FIXME” and “TODO” tags should be handled</td>
</tr>
<tr>
<td>Deprecated statement</td>
<td>Deprecated node inheritance and “import” statement should not be used</td>
</tr>
<tr>
<td>usage</td>
<td></td>
</tr>
<tr>
<td>Improper quote usage</td>
<td>• Booleans should not be quoted</td>
</tr>
<tr>
<td></td>
<td>• Variables should not be used in single quoted strings</td>
</tr>
<tr>
<td></td>
<td>• Unquoted node names should not be used</td>
</tr>
<tr>
<td></td>
<td>• Resource titles should be quoted</td>
</tr>
<tr>
<td></td>
<td>• Literal boolean values should not be used in comparison expressions</td>
</tr>
<tr>
<td>Long statement</td>
<td>Lines should not be too long</td>
</tr>
<tr>
<td>Incomplete conditional</td>
<td>“if ... elsif” constructs shall be terminated with an “else” clause</td>
</tr>
<tr>
<td>Unguarded variable</td>
<td>Variables should be enclosed in braces when being interpolated in a string</td>
</tr>
</tbody>
</table>

3. **Complex Expression** *(ice)* A program contains a difficult to understand complex expression.

4. **Duplicate Entity** *(ide)* Duplicate hash keys or duplicate parameters present in the
configuration code.

5. **Misplaced Attribute** (IMA) Attribute placement within a resource or a class has not followed a recommended order (for example, mandatory attributes should be specified before the optional attributes).

6. **Improper Alignment** (IJA) The code is not properly aligned (such as all the arrows in a resource declaration) or tabulation characters are used.

7. **Invalid Property Value** (IPV) An invalid value of a property or attribute is used (such as a file mode specified using 3-digit octal value rather than 4-digit).

8. **Incomplete Tasks** (ITT) The code has “FIXME” and “TODO” tags indicating incomplete tasks.

9. **Deprecated Statement Usage** (IDS) The configuration code uses one of the deprecated statements (such as “import”).

10. **Improper Quote Usage** (IQU) Single and double quotes are not used properly. For example, boolean values should not be quoted and variable names should not be used in single quoted strings.

11. **Long Statement** (ILS) The code contains long statements (that typically do not fit in a screen).

12. **Incomplete Conditional** (ICC) An “if..elsif” construct used without a terminating “else” clause.

13. **Unguarded Variable** (IUV) A variable is not enclosed in braces when being interpolated in a string.

3.2.3.2 **Design Configuration Smells**

Design configuration smells reveal quality issues in the module design or structure of a configuration project. Various available sources, such as the Puppet style guide [Sty16], blog entries [Lar16a, Lar16b], and videos of technical talks [Lar16c] highlight the best practices to be followed for configuration code. We obtain a list of commonly occurring design configuration smells from the violation of these best practices at design-level. We assign relevant names (often inspired by the traditional names of smells) to the smells and document their forms representing variations of the smells. Here, we present design configuration smells with a brief description.

1. **Multifaceted Abstraction** (DMF) Each abstraction (e.g. a resource, class, ‘define’, or module) should be designed to specify the properties of a single piece of software. In other words, each abstraction should follow single responsibility principle [Mar02]. An abstraction suffers from *multifaceted abstraction* when the elements of the abstraction are not cohesive.
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The smell may occur in the following two forms:

- a resource (file, package, or service) declaration specifies attributes of more than one physical resources, or
- all the language elements declared in a class, ‘define’, or a module are not cohesive.

2. **Unnecessary Abstraction** *(DUA)* A class, ‘define’, or module must contain declarations or statements specifying the properties of a desired system. An empty class, ‘define’, or module shows the presence of *unnecessary abstraction* smell and thus must be removed.

3. **Imperative Abstraction** *(DIA)* Puppet is declarative in nature. The presence of imperative statements (such as “exec”) defies the purpose of the language. An abstraction containing numerous imperative statements suffers from *imperative abstraction* smell.

4. **Missing Abstraction** *(DMA)* Resource declarations and statements are easy to use and reuse when they are encapsulated in an abstraction such as a class or ‘define’. A module suffers from the *missing abstraction* smell when resources and language elements are declared and used without encapsulating them in an abstraction.

5. **Insufficient Modularization** *(DIM)* An abstraction suffers from this smell when it is large or complex and thus can be modularized further. This smell arises in following forms:

- if a file contains a declaration of more than one class or ‘define’, or
- if the size of a class declaration is large crossing a certain threshold, or
- the complexity of a class or ‘define’ is high.

6. **Duplicate Block** *(DDB)* A duplicate block containing a set of statements more than a threshold indicates that probably a suitable abstraction definition is missing. Thus a module containing such a duplicate block suffers from *duplicate block* smell.

7. **Broken Hierarchy** *(DBH)* The use of inheritance must be limited to the same module. The smell occurs when, the inheritance is used across namespaces where inheritance is not natural (“is-a” relationship is not followed).

8. **Unstructured Module** *(DUM)* Each module in a configuration repository must have a well-defined and consistent module structure. A recommended structure for a module is the following.

   - *Module name*
     - manifests
     - files
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- templates
- lib
- facts.d
- examples
- spec

An ad-hoc structure of a repository suffers from unstructured module smell that impacts understandability and predictability of the repository.

9. **Dense Structure (DDS)** This smell arises when a configuration code repository has excessive and dense dependencies without any particular structure.

10. **Deficient Encapsulation (DDE)** This smell arises when a node definition or ENC (External Node Classifier) declares a set of global variables to be picked up by the included classes in the definition.

11. **Weakened Modularity (DWM)** Each module must strive for high cohesion and low coupling. This smell arises when a module exhibits high coupling and low cohesion.

### 3.2.4 Database Smells

We define database smells as follows:

*Database smells are the characteristics of database code (either DDL or DML SQL statements), database system, or stored data that indicate violation of the recommended best practices and potentially affect the quality of the software system in a negative way.*

We categorize database smells in three categories to understand them better.

- **Schema smells**: Smells that arise due to poor schema design are classified as database schema smells. Smells presented in this section such as compound attribute, index abuse, and god table are examples of database schema smells.

- **Query smells**: Smells arising from poorly written SQL queries are specified as database query smells. Misused null [Kar10] (when null is used as an ordinary value in SQL queries) and non-grouped column reference [Kar10] (when a query references at least one non-grouped column in the presence of group by clause) are examples of database query smells.

- **Data smells**: Data smells arise from poor data handling in databases. Intermingled data types (where numbers and alphabets are intermingled leading to confusion and subtle bugs; for instance, using ‘O’ instead of ‘0’ in 7034) is an example of data smells.
In this thesis, we focus only on database schema smells. We carry out a comprehensive exploration of resources that discuss best practices as well as common database smells or anti-patterns. We study wide variety of resources including books [Kar10], research literature [Che15, NC15, EV15], industrial white-paper [Red17], and discussions on question-answer sites [dbS10]. We summarize the result of our exploration in the form of a catalog of database schema smells.

1. **CA: Compound attribute:** This smell arises when a column is used to store a non-atomic attribute. For instance, storing comma-separated lists for an attribute to avoid creating an intersection table for a many-to-many relationship [Kar10, Red17] or storing a json file which is not used atomically [dbS10].

   Each attribute value must be stored and retrieved atomically. If a table does not adhere to this practice, the resultant schema introduces multiple problems. For instance, a user has to write more complex queries (using pattern-matching expressions) to retrieve data from this table. Such complex queries are prone to inaccurate results. Also, such queries cannot exploit available indexes. Even further, these queries are not portable due to vendor specific support to pattern-matching expressions.

2. **AI: Adjacency list:** The smell occurs when an attribute in a table refers another row in the same table i.e., a table has a recursive relationship to model hierarchical structure [Kar10, Red17].

   Querying a tree with adjacency list is quite difficult and error-prone. Specifically, deleting a node from a tree which is modelled using adjacency list is non-trivial and prone to introduce errors in the database.

3. **SK: Superfluous key:** This smell arises when an unnecessary superfluous pseudo key is defined in a table where other attribute(s) in the table may serve as a primary key [Kar10].

   Choosing an appropriate primary key is an essential requirement for a table. A pseudo key could be defined when the present set of attributes could not serve as a primary key. However, a pseudo key is unnecessary and even erroneous (leads to duplicate rows) when the existing set of attributes of the table could be used as a primary key.

4. **MC: Missing constraints:** This smell arises when constraints for a foreign key are missing from a schema definition [Kar10, Red17].

   Referential integrity is an essential property of relational databases. Values referenced in a foreign key column must exist in the columns of primary or unique keys of the parent table. It can be easily achieved by defining constraints on foreign keys. However, when such constraints are missing for a foreign key it leads to compromised referential integrity of the database.

5. **MD: Metadata as data:** This smell occurs when metadata is stored as data in the form of EAV (Entity-Attribute-Value) pattern [Kar10, Red17].
In a relational table, all the attributes are equally applicable for all the rows in the table. It is tempting to implement EAV pattern when a subset of attributes applicable for a subset of rows and the rest of attributes for rest of the rows. However, this arrangement introduces many deficiencies in the database; for example, one can’t use native SQL data types (leading to invalid data), enforce referential integrity, or make up attribute names.

6. **PA: Polymorphic association:** This smell occurs when a table uses a multi-purpose foreign key [Kar10, Red17].

   Relational database schema does not allow us to declare polymorphic association. However, many times developers define an additional column in a table as a tag to realize a polymorphic association. This arrangement makes it difficult to query the table and compromises readability and understandability.

7. **MA: Multicolumn attribute:** This smell arises when multiple serial columns are created for an attribute [Kar10, dbS10].

   In cases when an attribute may have one or more values, it is tempting to create multiple columns for the attribute in a table. However, such a schema design makes querying the table very difficult and verbose.

8. **CT: Clone tables:** This smell occurs when a table is split horizontally in multiple tables using some criterion (for example, year) to achieve scalability [Kar10].

   This smell not only makes the querying difficult but also introduces problems managing data integrity.

9. **VA: Values in attribute definition:** This smell arises when specific values are defined in an attribute definition to restrict possible values of the attribute [Kar10].

   Specifying all possible values for an attribute in schema definition mixes metadata with data which is not recommended. This smell makes it difficult to extend or modify the list of accepted values for an attribute.

10. **IA: Index abuse:** This smell arises when the indexes are used poorly [Kar10, Red17].

    This smell has the following variants: 1) Missing indexes 2) Insufficient indexes (indexes must be prepared at least for primary and foreign keys), and 3) Unused indexes. Creating effective indexes is not trivial; it requires judicious planning. A database with a deficient plan for indexes performs poorly.

11. **GT: God table:** This smell arises when a table contains excessive number of attributes [dbS10, Red17].

    Excessive number of attributes tend to violate the principles of normalization which in turn introduce a variety of problems. Additionally, it impacts maintainability of the database.
12. **MN: Meaningless name:** This smell occurs when a table or an attribute name is cryptic or meaningless [dbS10]. Meaningless or cryptic names hamper readability of the database’s schema.

13. **OA: Overloaded attribute names:** This smell occurs when two or more attributes are defined with identical names but as distinct data types in different tables [Red17]. Identical names with different data types create confusion and could lead to subtle bugs in queries.
Chapter 4

Implementation

Even the best designs are useless without an effective implementation.

In this chapter, we elaborate on the implementation details for each experiment that we carried out. We illustrate the tools, such as smell detection tools, employed for the experiments, detection method for each supported smell, and the realization of qualitative mechanisms.

4.1 Analyzing Production Code for Quantitative Maintainability Assessment

In this section, we illustrate the process we adopted to select, download, and mine C# repositories. We also discuss the implementation details of Designite — a software design quality assessment tool that we developed to analyze C# code.

4.1.1 Mining C# Repositories

We used the following protocol to identify our subject systems.

- We use RepoReapers [MKCN17] to select a set of repositories as subject systems from GitHub. RepoReapers analyzes GitHub repositories and provides their quality characteristics based on eight dimensions. These dimensions are architecture (as evidence of code organization), continuous integration and unit testing (as evidence of quality), community and documentation (as evidence of collaboration), history, issues (as evidence of sustained evolution), and license (as evidence of accountability). RepoReapers assigns a score corresponding to each dimension.
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- We select all the repositories containing C# code where at least six out of eight RepoReapers’ dimensions had suitable scores. We consider a score to be suitable if it has score greater than zero.

- Next, the repositories selected through the above-mentioned criteria are sorted based on the number of assigned stars. We select repositories tagged with more than 10 stars.

- Following these criteria, we download more than 3,400 repositories using our code smell detection and analyze them using our quality analysis tool — Designite. Some of the repositories could not be analyzed due to either missing external dependencies or custom build mechanisms (i.e., missing standard C# project files). We successfully analyze 3,209 repositories for the study.

- Test code contains different types of smells (viz. test smells [Deu01]) which is not in the scope of this experiment. Hence, we exclude the test code belonging to the selected software repositories from our empirical analysis.

A complete list of the selected C# repositories along with their analyzed results can be found online [Sha19c]. Table 4.1 presents some key characteristics of the selected subject systems.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Total values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Repositories</td>
<td>3,209</td>
</tr>
<tr>
<td>Components</td>
<td>75,205</td>
</tr>
<tr>
<td>Types</td>
<td>724,854</td>
</tr>
<tr>
<td>Methods</td>
<td>3,739,387</td>
</tr>
<tr>
<td>Lines of code (C# only)</td>
<td>83,135,679</td>
</tr>
</tbody>
</table>

4.1.2 Analyzing C# Repositories Using Designite

Designite [Sha16, SMT16] is a software design quality assessment tool. We use Designite’s version 2.3.0 to analyze repositories. Apart from supporting detection of a wide variety of design and implementation smells, it detects seven well-known architecture smells for C# code. Other key features supported by the tool are object-oriented code metrics computation, dependency structure matrix, trend analysis of smells, code-clone detection, integration with external tools via its console application, and hotspot analysis. Apart from its GUI-based desktop application, Designite also offers a console application which is particularly useful for analyzing a large number of repositories automatically. Customization is one of the major features of the tool — a user can customize the way input source code is provided to the tool, certain smells to skip in an analysis session, or change thresholds that are used to detect certain smells. The tool provides interactive visualizations (such as
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sunburst) for the detected smells and metrics; these visualization aids make it easier for the users to comprehend the results. Figure 4.1 provides an overview of major features of the tool. The tool offers free academic licenses for all academic purposes.

Figure 4.1: Presentation of identified smells in Designite

4.1.2.1 Architecture

Figure 4.2 shows the major components of the tool. Designite uses Roslyn\textsuperscript{1} to parse C# code and prepares Abstract Syntax Tree (\texttt{ast}). The source model layer accesses the \texttt{ast} and prepares a simple hierarchical source code model. The model contains information about all the analyzed source code elements (such as namespaces, classes, methods, and fields). It is a hierarchical model; therefore, for example, an object of a project holds references to all the namespace objects in the project. The model is used by the tool’s back-end to infer smells and compute metrics. The back-end hosts the domain logic \textit{i.e.}, rules to detect smells. Apart from a desktop application, the tool offers Microsoft Visual Studio extension\textsuperscript{2} as well as a console application.

4.1.2.2 Detection Mechanism for Supported Architecture Smells

In this section, we elaborate on the detection mechanism used to detect the supported architecture smells.

\textsuperscript{1}https://github.com/dotnet/roslyn

\textsuperscript{2}https://marketplace.visualstudio.com/items?itemName=designite.

Designite
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Cyclic Dependency: To detect this smell, we first compute a dependency list for each component. Therefore, such a list for component A represents the components on which component A depends. Component A depends on component B if at least one of the classes in A refer (by association, aggregation, or composition) to at least one of the classes in component B. We construct a directed graph using the above information where ‘nodes’ refer to components and ‘edges’ refer to their dependencies. We then apply depth-first algorithm to detect cycles in the graph for each component. For large graphs, we stop the exploration after a threshold (currently set to 5 hops) to avoid extraneous computation.

Unstable Dependency: Instability of a component is computed as follows:

\[ I = \frac{C_e}{C_e + C_a} \]  

(4.1)

Here, \( I \) represents the degree of instability of the component, \( C_a \) represents the afferent coupling (or incoming dependencies), and \( C_e \) represents the efferent coupling (or outgoing dependencies). We compare the computed metric value of each component against its dependent components, and detect the smell when a dependent component is more stable.

Ambiguous Interface: We detect this smell when we find a component containing only one public or internal method. An internal method in C# has the visibility inside the assembly; hence, other components (namespaces) within the assembly may access it. In order to avoid small components from getting reported as ambiguous interfaces, we detect the smell only when the component has at least 5 classes.

God Component: We detect the smell when a component has more than 30 classes or 27,000 LOC following the recommendations by Lippert et al. [LR06].

Feature Concentration: Similar to lcom (Lack of Cohesion of Methods) [CK94] metric which is applicable to classes, we compute lcc (Lack of Component Cohesion) to measure the cohesion of a component. To compute lcc, we identify related classes in a component, prepare a dependency graph, and identify the number of disconnected

Figure 4.2: Architecture of the tool
sub-graphs. Two classes are related if they share any of the association, aggregation, composition, or inheritance relationships.

\[
LCC = \frac{\text{Number of disconnected sub-graphs}}{\text{Total number of classes}} \quad (4.2)
\]

This smell is detected if \( LCC \) is more than a pre-defined threshold. We use 0.2 as the \( LCC \) threshold to detect this smell.

**Scattered Functionality:** We determine the accesses to at least two external components that occur together from a method. If such accesses happen frequently (minimum 2 times) in a component, this indicates the presence of scattered functionality architecture smell.

**Dense Structure:** This smell occurs when components form a very dense dependency graph. In order to detect this smell, a dependency graph involving all the components is formed and the average degree of the graph is computed.

\[
\text{Average degree} = \frac{2 \times |E|}{|V|} \quad (4.3)
\]

Where \( E \) is the set of all the edges and \( V \) is the set of all vertices belonging to the graph. We detect the smell when the average degree is greater than a pre-defined threshold. We have set the threshold to 5. Since the dependency graph is formed by considering all the components present in the analyzed solution, maximum one instance of this smell can occur for the solution.

### 4.1.2.3 Detection Mechanism for Supported Design Smells

In this section, we present the detection method used to detect the supported design smells. Here, type/abstraction refers to a class or interface.

**Duplicate Abstraction:** We detect this smell when we find code clones (type-1) of size > 20 lines.

**Imperative Abstraction:** If a class has only one public method and the size of the class (in terms of \text{LOC}) is greater than a pre-defined threshold (\emph{i.e.}, 100), we detect this smell.

**Multifaceted Abstraction:** We compute \text{LCOM} (Lack of Cohesion among Methods) metric for each type. If the value of the metric is greater than a threshold (\emph{i.e.}, 0.8) and the type is not very small — number of fields and methods are greater than or equal to a threshold (\emph{i.e.}, 7), we detect the smell.

**Unnecessary Abstraction:** If a type has no methods and the number of fields and properties are less than a threshold (\emph{i.e.}, 5), we detect this smell.
Unutilized Abstraction: A type is unutilized if fan-in of the type is zero i.e., there is no users of this type and if the type has no super class. In case the type has super class the the type suffers from unutilized abstraction if fan-in of both the type and its super class is zero.

Deficient Encapsulation: If a type has at least one public field or global field (declared as public static), we detect this smell.

Unexploited Encapsulation: We retrieve the list of types that are being explicitly checked in a method. We find the number of checked types that belong to the same inheritance hierarchy. If the number is greater than a threshold (i.e., 2), we detect this smell.

Broken Modularization: If a type does not have any methods and count of fields and properties is greater than a certain threshold (i.e., 5), we detect this smell.

Cyclically-dependent Modularization: We prepare a dependency graph of types from fan-in and fan-out information. We use this dependency graph to detect direct or indirect cycles.

Hub-like Modularization: If fan-out and fan-in of a type is greater than a threshold (i.e., 20), the type suffers from this smell.

Insufficient Modularization: There are three forms of this smell.

- If the count of public methods in a type crosses a threshold (i.e., 20), the type is suffering from insufficient modularization.
- If the total methods in a type exceed a threshold (i.e., 30), we detect this smell.
- We compute wmc (Weighted Methods per Class) metric for each type. We detect this smell if the value of the metric is more than a threshold (i.e., 100).

Broken Hierarchy: For each class which has at least one super class with at least one public method, we check whether the class satisfy the condition of broken hierarchy smell. If the class does not have any method overridden or “leniently” overridden from its super classes, we detect the smell. A method is leniently overridden when the method name matches (but not necessarily the parameter types) with any of the public methods in the super classes.

Cyclic Hierarchy: If a type accesses any of the sub-types then we detect this smell.

Deep Hierarchy: We measure the dIT (Depth of Inheritance Tree) metric for each type. If the value of the metric crosses a threshold (i.e., 6), we detect this smell.

Missing Hierarchy: We get a list of types checked explicitly in a method, for example, by using instanceof operator. Then, if more than one of the types in this list are not belonging to an inheritance hierarchy then we conclude that an inheritance hierarchy is missing.
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Multipath Hierarchy: We derive a list of the direct super classes of a class. We also retrieve all the ancestors of all the parents. If there is any type in common between these two lists, we conclude the presence of this smell.

Rebellious Hierarchy: We check all the non-private methods in a class. If any method is overridden and either the method is empty or has only throw statement, then we detect this smell.

Unfactored Hierarchy: We detect this smell when we detect code clones in sibling types (where the classes share super type).

Wide Hierarchy: We compute the nc (Number of Children) metric for each type. If the value of the metric crosses a threshold (i.e., 10), we detect this smell.

4.1.2.4 Detection Mechanism for Supported Implementation Smells

Complex Conditional: We detect this smell when a conditional expression (in statements such as if, for, and while) have more than three sub-expressions separated by logical operators.

Complex Method: We compute cyclomatic complexity [CK94] for all the methods. If cyclomatic complexity of a method crosses the threshold (i.e., 8), the tool detects this smell.

Duplicate Code: When we find duplicate code blocks within a method, we detect this smell.

Empty Catch Block: We detect the smell when the try-catch statement has an empty catch block.

Long Identifier: We detect this smell when the length of an identifier (i.e., local variable, parameter name, or a field) is greater than a threshold (i.e., 30).

Long Method: When a method is longer than 100 LOC, we tag the method with this smell.

Long Parameter List: A method having more than five parameters, suffers from the long parameter list smell.

Long Statement: If the tool finds a statement larger (in terms of number of characters including white-spaces) than a threshold (i.e., 120), it detects this smell.

Magic Number: The presence of a numeric literal (except 0 and 1) anywhere except assignment statements indicates this smell.

Missing Default: We detect this smell when default case is missing in a switch case.

Virtual Method Call from Constructor: This smell gets detected by our implementation, when a constructor calls at least one virtual method.
4.1.2.5 Evaluation

We conducted a manual validation to establish the accuracy of the tool. We chose a project DotNetOpenAuth.Core from a well-known open-source repository DotNetOpenAuth\(^3\) for the purpose. The selected project contains 16,663 LOC, 136 types, and 7 components. We sought help from two volunteers to carry out manual validation — one volunteer works in a software development company (three years of industry experience) and another volunteer is a PhD student with one year of industry experience. Both the volunteers did not work on the analyzed repository in advance; however, they have hands-on experience on working with complex industrial solutions and have a fair idea of software architecture and code smells.

We enforced the following protocol for the validation.

- Each volunteer carried out the initial manual analysis individually without discussing it with another volunteer.

- Given their industry experience, they were aware of the basic concept of smells and commonly known smells. Each volunteer picked all the considered design and architecture smells one by one and understood the semantics of the smell. We provided additional material to make their learning faster.

- Both the individuals went through all the source code files one by one patiently and checked the existence of each smell.

- While identifying smells, they were allowed to use IDE features such as *go to definition* and *list all references* as well as metrics generated from other tools.

- Once both the volunteers completed the analysis, we computed Cohen’s Kappa [Coh60] to measure the mutual agreement between the volunteers’ findings. We obtained $\kappa = 0.33$ as the value of Cohen’s Kappa.

- Both the volunteers discussed their results, sorted out differences, and prepared a consolidated mutually agreed results. The consolidated results had 52 design and 18 architecture smells.

- At this point, they used Designite and analyzed the considered project and obtained a list of design and architecture smells.

- They compared the results obtained from the tool with their set of smells and tagged them as true-positive, false-positive, and false-negative. During this categorization, they observed that a subset of smells are identified by the tool which were not revealed by their manual analysis. They analyzed each of the smells in the subset and categorized them as well similar to the rest of the smells.

Table 4.2 presents the result of the manual validation showing smell instances detected by Designite and the consolidated set of smells identified by the volunteers. The table also

\(^3\)https://github.com/DotNetOpenAuth/DotNetOpenAuth
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#### Table 4.2: Results of Manual Validation

<table>
<thead>
<tr>
<th>Smells</th>
<th>Designite</th>
<th>Manual</th>
<th>FP</th>
<th>FN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broken Hierarchy</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Broken Modularization</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Cyclically-dependent Modularization</td>
<td>34</td>
<td>34</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Duplicate Abstraction</td>
<td>9</td>
<td>9</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hub-like Modularization</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Imperative Abstraction</td>
<td>9</td>
<td>9</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Insufficient Modularization</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Multipath Hierarchy</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Rebellious Hierarchy</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Unnecessary Abstraction</td>
<td>20</td>
<td>19</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Unutilized Abstraction</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Wide Hierarchy</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Cyclic Dependency</td>
<td>13</td>
<td>13</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Unstable Dependency</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>God Component</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Feature Concentration</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Scattered Functionality</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Dense Structure</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>121</strong></td>
<td><strong>118</strong></td>
<td><strong>4</strong></td>
<td><strong>1</strong></td>
</tr>
</tbody>
</table>

shows number of false-positives and false-negatives that we found in this validation. The detailed report showing individual smells along with the names of component or class where they occur and corresponding classification can be found online [Sha19d].

Interestingly, volunteers did not find all the legitimate smells manually; though, when the tool reported these instances, they found these instances true-positive. The highest number of smells that were missed by the volunteers are cyclically-dependent modularization and cyclic dependency. In this context, the volunteers found only unit-cycles i.e., cycles involving only two classes or components. However, the tool reported cycles with more than one length. Volunteers verified all of these non-unit cycles and found them as true-positive. It implies that many smells go unnoticed even one actively looks for them; this observation emphasizes the importance of using tools.

The tool reported two false-positive instances of unutilized abstraction. Both of the instances are reported for exception types i.e., classes that are used as custom exceptions. The tool could not resolve the instances of the types when they are thrown from a return statement.

The tool also fails to detect an instance of broken modularization smell. The volunteers classified the smell because the class only has a few data members and an empty constructor. However, due to the presence of the constructor, the tool did not identify the smell.

We compute precision and recall exhibit by the tool in the following way.

\[
\text{Precision} = \frac{TP}{TP + FP}
\]  

\[\text{(4.4)}\]
Recall = \frac{TP}{TP + FN} \quad (4.5)

Here, TP, FP, and FN refer to true-positive, false-positive, and false-negative instances. Based on the above analysis, we obtain precision = \frac{117}{(117 + 4)} = 96.6\% and recall = \frac{117}{(117 + 1)} = 99.1\%.

4.2 Detecting Smells using Deep Learning

In this section, we discuss the implementation details of the experiment in which we attempt to detect smells and explore the possibility of applying transfer-learning using deep learning methods. It includes data curation process starting from downloading repositories, detecting smells, generating positive and negative samples for training and evaluation of the models, and tokenizing samples. Also, we elaborate on the architecture of deep learning models.

4.2.1 Data Generation and Curation

In this section, we elaborate on the process of generating training and evaluation samples along with the tools used in the process. We download the C# and Java repositories and detect smells in the repositories using Designite. Designite results are used as ground truth for training as well evaluating the performance of the deep learning models. Further, we split each individual method or class and classify them into either a positive or negative sample based on the presence of the smell. Finally, we tokenize and preprocess each of the sample to feed them to deep learning models.

4.2.1.1 Downloading Repositories

We use the following protocol to identify and download our subject systems.

- We download repositories containing C# and Java code from GitHub. We use RepoReapers [MKCN17] to filter out low-quality repositories. RepoReapers analyzes GitHub repositories and provides scores for eight dimensions of their quality. These dimensions are architecture, community, continuous integration, documentation, history, license, issues, and unit tests.

- We select all the repositories where at least six out of eight and seven out of eight RepoReapers’ dimensions have suitable scores for C# and Java repositories respectively. We consider a score suitable if it has a value greater than zero.

- We ensure that RepoReapers results do not include forked repositories.

- We discard repositories with fewer than five stars and less than 1,000 LOC.
Following these criteria, we get a filtered list of 1,072 C# and 2,528 Java repositories. We select 100 repositories randomly from the filtered list of Java repositories. Finally, we download and analyze the 1,072 C# and 100 Java repositories.

4.2.1.2 Smell Detection

We use Designite to detect smells in C# code. Designite [SMT16, Sha16] is a software design quality assessment tool for code written in C#. It supports detection of eleven implementation, 19 design, and seven architecture smells. It also provides commonly used code metrics and other features such as trend analysis, code clone detection, and dependency structure matrix to help developers assess the software quality. A free academic license of Designite can be requested.

Similar to the C# version, we have developed DesigniteJava [Sha18c], which is an open-source tool for analyzing and detecting smells in a Java codebase. The tool supports detection of 17 design and ten implementation smells.

We use the console version of Designite (version 2.5.10) and DesigniteJava (version 1.1.0) to analyze C# and Java code respectively and detect the specified design and implementation smells in each of the downloaded repositories.

4.2.1.3 Splitting Code Fragments

CodeSplit is a set of two utility programs, one for each programming language, that split methods or classes written in C# and Java source code into individual files. Hence, given a C# or Java project, the utilities can parse the code correctly (using Roslyn for C# and Eclipse jdt for Java), and emit the individual method or class fragments into separate files following hierarchical structure (i.e., namespaces/packages becomes folders). CodeSplit for Java is an open-source project that can be found on GitHub [Sha19b]. CodeSplit for C# can be downloaded freely online [Sha19a].

4.2.1.4 Generating Training and Evaluation Data

The learning data generator requires information from two sources—a list of detected smells for each analyzed repository and a path to the folder where the code fragments corresponding to the repository are stored. The program takes a method (or class in case of design smells) at a time and checks whether the given smell has been detected in the method (or class) by Designite. If the method (or class) suffers from the smell, the program puts the code fragment into a “positive” folder corresponding to the smell otherwise into a “negative” folder.

4.2.1.5 Tokenizing Learning Data

Machine learning algorithms require the inputs to be given in a representation appropriate for extracting the features of interest, given the problem in hand. For a multitude of machine learning tasks it is a common practice to convert data into numerical representations
before feeding them to a machine learning algorithm. In the context of this study, we need to convert source code into vectors of numbers honoring the language keywords and other semantics. Tokenizer [Spi19] is an open-source tool that provides, among others, functionality for tokenizing source code elements into integers where different ranges of integers map to different types of elements in source code. Figure 4.3 shows a small C# method and corresponding tokens generated by Tokenizer. Currently, it supports six programming languages, including C# and Java.

```
public void InternalCallback(object state)
{
    Callback(State);
    try
    {
        timer.Change(Period, TimeSpan.Zero);
    }
    catch (ObjectDisposedException)
    { }
}
```

Figure 4.3: Tokens generated by Tokenizer for an example

### 4.2.1.6 Data Preparation

The stored samples are read into *numpy* arrays, preprocessed, and filtered. We first perform bare minimum preprocessing to clean the data—for both 1d and 2d samples, we scan all the samples for each smell and remove duplicates if any exist.

We split the samples in the ratio of 70-30 for training; i.e., 70% of the samples are used for training a model while 30% samples are used for evaluation. We limit the maximum number of positive/negative training samples to 5,000. Therefore, for instance, if negative samples are more than 5,000, we drop the rest of the samples. We perform model training using balanced samples i.e., we balance the number of samples for training by choosing the smaller number from the positive and negative sample count; we discard the remaining training samples from the larger side. Table 4.3 presents an example of data preparation.

<table>
<thead>
<tr>
<th>Table 4.3: Number of samples in each step of preparing input data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Each individual input instance, either a method in the case of implementation smells, or a class in the case of design smells, is stored in the appropriate data structure depending upon
the model that will use it. In 1D representation, each individual input instance is represented by a flat 1D array of sequences of tokens, compatible for use with the RNN and the CNN-1D models. In the 2D representation, each input instance is represented by a 2D array of tokens, preserving the original statement-by-statement delineation of source code thus providing the grid-like input format that is required by CNN-2D models. All the individual samples are stored in a few files (where each file size is approximately 50 MB) to optimize the I/O operations due to a large number of files. We read all the samples into a numpy array and we filter out the outliers. In particular, we compute the mean input size and discard all the samples with length over one standard deviation away from the mean. This filtering helps us keep the training set in reasonable bounds and avoids waste of memory and processing resources. We pad the input array with zeros to the extent of the longest remaining input in order to create vectors of uniform length and bring the data in the appropriate format for using with the deep learning models. Finally, we shuffle the array of input samples along with its corresponding labels array.

4.2.2 Architecture of Deep Learning Models

In this section, we present the architecture of the neural network models that we use in this study. The Python implementation of the experiment using the Keras library can be found online.4

4.2.2.1 CNN Model

Figure 4.4 presents the architecture of CNN model used to detect smells. This architecture is inspired by typical CNN architectures used in image classification [KSH12] and consists of a feature extraction part followed by a classification part. The feature extraction part is composed of an ensemble of layers, specifically, convolution, batch normalization, and max pooling layers. This set of layers form the hidden layers of the architecture. The convolution layer performs convolution operations based on the specified filter and kernel parameters and computes accordingly the network weights to the next layer, whereas the max pooling layer effectuates a reduction on the dimensionality of the feature space. Batch normalization [IS15] mitigates the effects of varied input distributions for each training mini-batch, thus optimizing training. In order to experiment with different configurations, we use one, two, and three hidden layers.

The output of the last max pooling layer is connected to a dropout layer. Dropout performs another type of regularization by ignoring some randomly selected nodes during training in order to prevent over-fitting [SHK14]. In our experiments we set the dropout rate for the layer to be equal to 0.1 which means that the nodes to be ignored are randomly selected with probability 0.1.

The output of the last dropout layer is fed into a densely connected classifier network that consists of a stack of two dense layers. These classifiers process 1D vectors, whereas the

4https://github.com/tushartushar/DeepLearningSmells
incoming output from the last hidden layer is a 3D tensor (that corresponds to height and width of an input sample, and channel; in this case, the number of channels is one). For this reason, a flatten layer is used first, to transform the data in the appropriate format before feeding them to the first dense layer with number of units = 32 units and \textit{relu} activation. This is followed by the second dense layer with one unit and \textit{sigmoid} activation. This last dense layer comprises the output layer and contains a single neuron in order to make predictions on whether a given instance belongs to the positive or negative class in terms of the smell under investigation. The layer uses the sigmoid activation function in order to produce a probability within the range of 0 to 1.

![Figure 4.4: Architecture of employed CNN](image)

We use dynamic batch size depending upon the size of samples to train. We divide the training sample size by 512 and use the result as the index to choose one of the items in the possible batch size array (32, 64, 128, 256). For instance, we use 32 as batch size when the training sample size is 500 and 256 when the training sample size is 2000.

The hyper-parameters are set to different values in order to experiment with different configurations of the model. Table 4.4 lists all the different values chosen for the hyper-parameters. We execute \texttt{cnn} models for 144 configurations that result from generating combinations of different values of hyper-parameters and number of repetitions of the set of hidden units. We label each configuration between 1 and 144 where configuration 1 refers to number of repetitions of the set of hidden units = 1, number of filters = 8, kernel size = 5, and pooling window size = 2. Similarly, configuration 144 refers to number of repetitions of the set of hidden units = 3, number of filters = 64, kernel size = 11, and pooling window size = 5. Both the 1d and 2d variants use the same architecture replacing the 2d version of Keras layers for their 1d counterparts.

We ensure the best attainable performance and avoid over-fitting by using \textit{early stop-}
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Table 4.4: Chosen values of hyper-parameters for the CNN model

<table>
<thead>
<tr>
<th>Hyper-parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filters in convolution layer</td>
<td>{8, 16, 32, 64}</td>
</tr>
<tr>
<td>Kernel size in convolution layer</td>
<td>{5, 7, 11}</td>
</tr>
<tr>
<td>Pooling window size in max pooling layer</td>
<td>{2, 3, 4, 5}</td>
</tr>
<tr>
<td>Maximum epochs</td>
<td>50</td>
</tr>
</tbody>
</table>

ping\(^5\) as a regularization method. It implies that the model may reach a maximum of 50 epochs during training. However, if there is no improvement in the validation loss of the trained model for five consecutive epochs (since patience, a parameter to early stopping mechanism, is set to five), the training is interrupted. Along with it, we also use model check point to restore the best weights of the trained model.

For each experiment, we compute the following performance metrics — accuracy, roc-auc (Receiver Operating Curve-Area Under Curve), precision, recall, F1, and average precision score. We also record the actual epoch count where the models stopped training (due to early stopping). After we complete all the experiments with all the chosen hyper-parameters, we choose the best performing configuration and the corresponding number of epochs used by the experiment and retrain the model and record the final and best performance of the model.

#### 4.2.2.2 RNN Model

Figure 4.5 presents the architecture of the employed RNN model which is inspired by state-of-the-art models in natural language modeling that employ an LSTM network as a recurrent layer [SSN12]. The model consists of an embedding layer followed by the feature learning part — a hidden LSTM layer. It is succeeded by the regularization (realized by a dropout layer) and classification (consisting of a dense layer) part.

![Figure 4.5: Architecture of employed RNN](https://keras.io/callbacks/)

The embedding layer maps discrete tokens into compact dense vector representations. One of the advantages of the LSTM networks is that they can effectively handle sequences of...
varying lengths. To this end, in order to avoid the noise produced by the padded zeros in the input array, we set the `mask_zero` parameter to `True` provided by the Keras embedding layer implementation. Thus the padding is ignored and only the meaningful part of the input data is taken into account. We set `dropout` and `recurrent_dropout` parameters of `LSTM` layer to 0.1. The regular dropouts mask (or drop) network units at inputs and/or outputs whereas recurrent dropouts drop the connections between the recurrent units along with dropping units at inputs and/or outputs [GG15]. The output from the embedding layer is fed into the `LSTM` layer, which in turn outputs to the dropout layer. As in the case of the `CNN` model, we experiment for different depths of the `RNN` model by repeating multiple instances of the hidden layer.

The dropout layer uses a dropout rate equal to 0.2, which we empirically found effective for preventing over-training, yet conservative enough for avoiding under-training. The dense layer, which comprises the classification output layer, is configured with one unit and `sigmoid` activation as in the case of the `CNN` model. Similarly to the `CNN` model, we use `early stopping` (with maximum epochs = 50 and patience = 2) and `model check point` callbacks. Also, we use the dynamic batch size selection as explained in the previous subsection.

We try different values for the model hyper-parameters. Table 4.5 presents different values selected for each hyper-parameter. We measure the performance of the `RNN` model in 18 configurations by forming the combinations produced by the different chosen values of hyper-parameters and the number of repetitions of the set of hidden units.

<table>
<thead>
<tr>
<th>Hyper-parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimensionality of embedding layer</td>
<td>{16, 32}</td>
</tr>
<tr>
<td>LSTM units</td>
<td>{32, 64, 128}</td>
</tr>
<tr>
<td>Maximum epochs</td>
<td>50</td>
</tr>
</tbody>
</table>

As described earlier, we pick the best performing hyper-parameters and number of epochs and retrain the model to obtain the final and best performance of the model.

### 4.2.3 Hardware Specification

We perform all the experiments on the super-computing facility offered by GRNET (Greek Research and Technology Network). The experiments were run on GPU nodes (NVidia K40). Each GPU incorporate 2880 CUDA cores. We request 1 GPU node with 64 GB of memory for most of the experiments while submitting the job to the super computing facility. Some `RNN` experiments require more memory to perform the training; we request 128 GB of memory for them.
4.3 Analyzing Configuration Code for Quantitative Maintainability Assessment

We discuss the protocol that we used to select and download repositories containing Puppet code in this section. We also discuss the detection mechanism that we employ for detecting configuration smells using our tool Puppeteer.

4.3.1 Selecting and Downloading Puppet repositories

We follow the procedure given below to select and download the repositories.

We employ GHTorrent [Gou13, GS12] to select GitHub repositories to download. There are various options to choose from to select the subject systems such as number of commits and committers, stars, and number of relevant files in the repository. Each of the options (or their combinations) present different trade-offs. For instance, there are only 838 Puppet repositories that have five or more stars. We wanted to analyze a larger number of repositories to increase the generalizability of the observations. Reducing the number of stars as a selection criterion would have resulted in more number of repositories; however, the significance of the criterion would have reduced. A high number of commits in a repository shows continuous evolution and thus we chose number of commits as the selection criterion. We choose to download all the repositories where the number of commits was more than or equal to 40. The above criterion provide us a list of 5,387 Puppet repositories to download. We download 4,621 repositories except some private ones.

Table 4.6 summarizes the characteristics of the downloaded repositories. We observed, by random sampling, that the downloaded repositories were either standalone Puppet-only repositories or system repositories (where production code as well as configuration code has been put together into a repository).

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Total count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Repositories</td>
<td>4,621</td>
</tr>
<tr>
<td>Puppet files</td>
<td>142,662</td>
</tr>
<tr>
<td>Class declarations</td>
<td>132,323</td>
</tr>
<tr>
<td>Define declarations</td>
<td>39,263</td>
</tr>
<tr>
<td>File resources</td>
<td>117,286</td>
</tr>
<tr>
<td>Package resources</td>
<td>49,841</td>
</tr>
<tr>
<td>Service resources</td>
<td>18,737</td>
</tr>
<tr>
<td>Exec declarations</td>
<td>43,468</td>
</tr>
<tr>
<td>Lines of code (Puppet only)</td>
<td>8,948,611</td>
</tr>
</tbody>
</table>

We analyze the downloaded repositories to detect implementation and design configuration smells. We use Puppet-Lint [Pup16c] tool to detect the majority of implementation configuration smells. We execute the tool on all the repositories and store the generated
In addition to using Puppet-Lint, we write our custom rules to detect the implementation configuration smells that the tool was not detecting (for instance, *complex expression* and *incomplete conditional*). We then aggregate the number of individual implementation smells that occur in each repository using the generated output and our mapping of best practices to the implementation smells (see Table 3.3).

We developed a tool, Puppeteer [Sha19e] to detect design configuration smells listed in Section 3.2.3.2. We discuss detection strategies of all the smells detected by Puppeteer in the rest of the section. The generated data by the tools mentioned above for both the smell categories for all the analyzed repositories can be found online [Sha].

### 4.3.2 Design Configuration Smells — Detection Strategies

This section discusses detection strategies that Puppeteer uses to identify design configuration smells.

**Multifaceted Abstraction:** The detection strategy for the two forms of the smell is as follows.

1. We compute a metric, ‘*Physical resources defined per resource declaration*’, for each declared resource. We report the smell when the metric value is more than one.

2. We compute lack of cohesion for the configuration abstractions to detect the second form of the smell. In traditional software engineering, we use the LCOM (Lack of Cohesion Of Methods) [CK94] metric to compute lack of cohesion for an abstraction. The same metric cannot be used for configuration code due to its different structure and characteristics. We use the following algorithm to compute LCOM in a configuration code abstraction.

   (a) Consider each declared element (such as file, package, service resources and exec statements) as a node in a graph. Initially, the graph contains the disconnected components (dc) equal to the number of elements.

   (b) Identify the parameters of the abstraction, used variables, and literals (such as file name). Call them as data members collectively.

   (c) For each data member, repeat the following: identify the components that uses the data member. Merge the identified components in a single component.

   (d) Compute LCOM:

   $LCOM = \begin{cases} 
   \frac{1}{|DC|} & \text{if } |DC| > 0 \\
   1 & \text{otherwise}
   \end{cases}$

   \[ (4.6) \]

   Note that we compute LCOM for each class, ‘define’, and file. Therefore, it is quite possible that the tool reports more than one instance of this smell in a single Puppet file.
Unnecessary Abstraction: We compute a metric namely ‘Size of the abstraction body’. A zero value of the metric shows that the abstraction does not contain any declarations and thus suffers from unnecessary abstraction smell.

Imperative Abstraction: We compute a metric namely ‘Total ‘exec’ declarations’ in a given abstraction. The tool reports the imperative abstraction smell when the abstraction has more than two ‘exec’ declarations and ratio of the ‘exec’ declarations against all the elements in the abstraction is more than 20%.

Missing Abstraction: We identify total number of configuration elements except classes or defines that are not encapsulated in a class or a ‘define’. A module suffers from the smell if there are more than two such elements in the module.

Insufficient Modularization: The detection strategy for the three forms of the smell is as follows.

1. We count the number of classes and defines declared in a Puppet file. We report the smell if a file defines more than one class and ‘define’.
2. We count the number of lines in an abstraction. If a class or ‘define’ contains more than 40 lines of code, it suffers from the smell.
3. We compute maximum nesting depth for an abstraction. An abstraction with maximum nesting depth more than three suffers from this smell.

Duplicate Block: We use the pmd-cpd [CPD16] tool to identify code clones. A module suffers from this smell when a code clone of larger than 150 tokens gets identified in the module.

Broken Hierarchy: For all the class definitions, we identify the inherited class (if any). If the inherited class is defined in any other module, the class suffers from “broken hierarchy” smell.

Unstructured Module: The detection strategy for the three forms of the smell is as follows.

1. We search for a folder named “manifests” in the root folder of the repository. If the total number of Puppet files in the folder is more than five while there is no folder containing the string “modules”, the smell gets detected.
2. We find a folder containing the string “modules” and treat all the sub-folders as separate modules. Each module must have a folder named “manifests”. Absence of the folder shows the presence of the smell.
3. In each module, we count the unexpected files and folders. Expected files and folders are: “manifests”, “files”, “templates”, “lib”, “tests”, “spec”, “readme”, “license”, and “metadata”. A module with more than three such unexpected files or folders suffers from the smell.
4.4 Analyzing Database Code for Maintainability Assessment

In this section, we discuss our method to select and mine repositories as well as the detection strategies that we employ in our tool DbDeo.

4.4.1 Mining Repositories

We used the following protocol to select the subject systems. We also illustrate the mechanism that we employ in extracting sql statements and detecting smells.

4.4.1.1 Selecting Industrial Repositories

We approached two organizations SIG (Software Improvement Group) and SILO (Singular Logic) and sought access to their (or their clients’) projects to analyze them. We analyzed a total of 840 projects that belong to various domains including banking, CRM, and telecom.

4.4.1.2 Selecting Open-source Repositories

We employ RepoReapers [MKCN17] to select subject systems for the study. RepoReapers provides assessment about GitHub open-source repositories on eight dimensions (architecture, community, continuous integration, documentation, history, license, issues, and unit
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We select all the 16,057 repositories that score greater than zero for eight or nine dimensions. We download these repositories one by one, looked for SQL statements in each repository, and discard the repositories that does not have any SQL statements.

4.4.1.3 Extracting SQL Statements

We use regular expressions to extract SQL statements from the acquired repositories in DbDeo. We implement a two-step process to extract SQL statements. In the first step, we use relaxed regular expressions optimized for speed and in the second step we use stringent regular expression optimized for correctness.

4.4.1.4 Analyzing and Detecting Smells

We find 357 industrial projects and 2,568 open-source projects that contained SQL statements. Then, we compute metrics such as the number of select, create table, and insert statements as well as the number of files belonging to each programming language and corresponding total lines of code. Finally, we analyze all the SQL statements from all the repositories using our tool DbDeo to detect database schema smells. The raw data generated by the tool can be accessed online [Sha18a].

Table 4.7 shows some characteristics of the analyzed repositories. On average, industrial projects are 3.87 times bigger than open-source projects by LOC (average LOC for industrial and open-source projects are 617,617 and 159,328 respectively) and 5.05 times bigger by number of SQL statements (average number of SQL statements for industrial and open-source projects are 455 and 90 respectively). Although, create table statements are the major source of information to detect schema smells, many times other SQL statements are required to detect these smells. For example, we require create table, create index, and select statements in a repository to detect index abuse smell. Therefore, we extract select, insert, update, and create index statements also in addition to create table statements. We analyze 393,989 SQL statements from 2,925 repositories (on average ≈ 135 SQL statements per repository).

4.4.2 DbDeo and Detection Strategies for Database Smells

We developed DbDeo — an open-source database smell detection tool [Sha18b]. The tool has a meta-model generator component that uses the third-party library SQLParse⁶ to parse SQL statements and prepare a meta-model. The meta-model component defines abstractions such as CreateTableStmt and TableColumn and organizes them in a hierarchical structure. For instance, a CreateTableStmt object contains a list of TableColumn objects. These abstractions contain information about the parsed SQL statements. For example, one of the attributes belonging to CreateTableStmt is totalColumnsInTable. The smell detection module in turn uses the meta-model to detect database schema smells.

⁶https://github.com/andialbrecht/sqlparse
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Table 4.7: Characteristics of the analyzed industrial (I) as well as open-source (OSS) repositories

<table>
<thead>
<tr>
<th>Attributes</th>
<th>I</th>
<th>OSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial set of repositories</td>
<td>840</td>
<td>16,057</td>
</tr>
<tr>
<td>Repositories with SQL statements</td>
<td>357</td>
<td>2,568</td>
</tr>
<tr>
<td>Files</td>
<td>2,559,984</td>
<td>3,297,932</td>
</tr>
<tr>
<td>Lines of code (source code only)</td>
<td>220,489,273</td>
<td>409,155,497</td>
</tr>
<tr>
<td>SELECT statements</td>
<td>51,652</td>
<td>74,096</td>
</tr>
<tr>
<td>CREATE TABLE statements</td>
<td>18,907</td>
<td>50,682</td>
</tr>
<tr>
<td>INSERT statements</td>
<td>74,416</td>
<td>66,830</td>
</tr>
<tr>
<td>UPDATE statements</td>
<td>10,454</td>
<td>29,002</td>
</tr>
<tr>
<td>CREATE INDEX statements</td>
<td>7,152</td>
<td>10,798</td>
</tr>
</tbody>
</table>

In the rest of this section, we discuss detection strategies employed by *DbDeo* to detect database smells.

**Compound attribute:** We look for pattern-matching expressions in an SQL query. In a SELECT statement, we check the presence of REGEX in a WHERE clause. We inquire whether a comma is used to separate values that are inserted against an attribute using an INSERT statement. For UPDATE statements, we check the use of a comma in the SET clause.

**Adjacency list:** We look for a foreign key constraint referring to an attribute in the same table.

**Metadata as data:** We look for a schema definition containing only three attributes. We detect the smell if we find two of the attributes, among three, of type VARCHAR.

**Multi-column attribute:** We check the schema for a pattern `<attribute>N` where N is a number. We detect this smell in the table, if the schema has more than one attribute that matches with the above pattern.

**Clone tables:** We check all the schema definitions within a database for a pattern `<Table name>N` where N is a number. We conclude that a database has this smell when the database has two or more tables matching with the above pattern.

**Values in attribute definition:** We detect the smell by checking the schema for “enum” or “check” where the construct imposes a restriction on the possible values that can be entered for an attribute.

**Index abuse:** *Missing indexes* — We identify this variant of the smell when there exists at least one table and the number of indexes in the database are zero.

*Insufficient indexes* — commonly available database vendors support creating indexes for primary keys implicitly. We look for missing indexes for foreign keys to detect this smell variant.
Unused indexes — We identify this variant when the indexed attributes don’t appear in any query.

God table: We count the total number of attributes defined in a schema definition. The table suffers from this smell if the number of attributes defined in the table crosses a threshold (currently we use 10 attributes as a threshold).

Overloaded attribute names: We scan all the attributes and their properties in schema definitions. If we find two or more attributes that have an identical name but defined as different data types, we report this smell.

We also considered detecting the remaining four smells automatically. However, we found it technically challenging to detect them automatically with high accuracy. For instance, superfluous key can be detected automatically if we have both the database schema and the data. However, devising heuristics without looking into data is prone to high false-positives.

4.4.3 Accuracy of DbDeo

We selected ten repositories randomly, performed each step listed in Section 4.4.1 (i.e., extract sql code, compute basic metrics, and detect smells) on these repositories, and analyzed the output of each step.

4.4.3.1 Accuracy of the SQL Statements Extraction

An sql statement may appear in host source code either independently (in separate files) or embedded in the host source code. Majority of the times, an embedded sql statement receives some or all arguments dynamically by the host code. This property, along with diverse vendor-specific syntax of sql statements, makes it difficult to cover all forms of sql statements and extract them accurately using regular expressions. Brink et al. [BLV07] also reveals challenges in separating embedded sql statements from host source code considering possible variations in host programming language and vendor specific sql syntaxes.

Given the importance of the extracted sql statements’ quality and associated challenges, we first assess the quality of the extracted sql statements.

As mentioned earlier, DbDeo extracts sql statements in two steps. In the first step, it extracts the sql statements embedded in the source code using generic regular expressions. The tool employs a few heuristics and stringent regular expressions in the second step. The second step is rigorous and relatively more time consuming. Extracting potential sql statements in the first step and then cleanse them gives us performance without compromising on the quality of the extracted statements.

We manually analyzed all the statements in the selected ten repositories and classified them either as an sql statement, or as an incomplete sql statement, an extraneous sql statement, or a non-sql statement. An extraneous sql statement has valid sql statement
followed by extraneous text or code that is not part of the SQL statement but was matched by the used regular expression.

Table 4.8 shows the performance of the SQL statement extraction process. We found two incomplete and two non-SQL statements in the extracted statements. One of the incomplete SQL statements is `CREATE TABLE xxx.yyy (...).` Similarly, one of the non-SQL statements is `SELECT RANGE FROM ARCHIVE...` The statement is written as a comment but fulfils SQL grammar and thus gets extracted by the tool.

Table 4.8: Performance of the SQL extraction process

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total SQL statements</td>
<td>818</td>
</tr>
<tr>
<td>Incomplete SQL statements</td>
<td>2</td>
</tr>
<tr>
<td>Extraneous SQL statements</td>
<td>0</td>
</tr>
<tr>
<td>Non-SQL statements</td>
<td>2</td>
</tr>
</tbody>
</table>

### 4.4.3.2 Accuracy of Smell Detection

We detect database smells in all the ten repositories using DbDeo. We then verify each detected smell manually to measure the accuracy of the tool. Table 4.9 shows the total number of detected instances for each smell as well as the identified false-positive instances.

Table 4.9: Detected smells and identified false-positives

<table>
<thead>
<tr>
<th>Smells</th>
<th>#Instances</th>
<th>Smells</th>
<th>#Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compound attribute</td>
<td>4 (0)</td>
<td>Adjacency list</td>
<td>0 (0)</td>
</tr>
<tr>
<td>God table</td>
<td>26 (0)</td>
<td>Values in attribute definition</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Metadata as data</td>
<td>3 (0)</td>
<td>Multicolumn attribute</td>
<td>15 (0)</td>
</tr>
<tr>
<td>Clone table</td>
<td>23 (0)</td>
<td>Overloaded attribute name</td>
<td>26 (2)</td>
</tr>
<tr>
<td>Index abuse</td>
<td>30 (0)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As the table shows, we identified two false-positive instances in detected smells. The first false-positive instance of `overloaded attribute names` smell is found in the following SQL table statement (shown partially).

```sql
CREATE TABLE `sqrl_nonce` ('id' INT UNSIGNED AUTO_INCREMENT NO NULL PRIMARY KEY, 'nonce' CHAR(64) NOT NULL, ...)
```

The tool detects the smell because the employed parser interprets ‘*’ as the name of an attribute and the tool found another such attribute defined as different type in a different table. However, a manual inspection reveals that this SQL statement exists in a repository written mainly in C. The above SQL statement appears in a comment and the parser used in the tool does not differentiate comments from the rest of the code. Similarly, the source of another false-positive is also a misinterpretation by the parser. Apart from these instances, we find other detected instances as genuine cases of schema smells.
Chapter 5

Results and Discussion

The process of getting results is more important than the results itself.

In this chapter, we elaborate on the results that we obtained from our experiments and our documented observations. We present results from our maintainability analysis on C#, configuration, and database code as well as from our exploration on applying deep learning to detect code smells.

5.1 Results of Maintainability Analysis on Production Code

This section presents the results gathered from the maintainability analysis that we carried out for C# repositories and our observations w.r.t. each research question addressed.

5.1.1 P-RQ1. What is the distribution of implementation, design, and architecture smells in C# code?

Approach
We compute the total number of detected smells for all the smells belonging to implementation, design, and architecture smell categories.

Results
Tables 5.1, 5.2, and 5.3 list the total number of instances detected for each smell. From the implementation smells side, magic number and long statement are the most frequently occurring smells. On the other hand, virtual method call from constructor is the least occurring implementation smell.
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We observe that analyzed C# code on average contains one magic number per 16 lines of code. It is surprising to see a large number of magic number smells despite the fact that Designite excludes literals 0 and 1 while detecting the smell.

At design granularity, cyclic-dependent modularization and unutilized abstraction are the most frequently occurring smells. On the other hand, Deep hierarchy is the least occurring design smell.

Interestingly, duplicate abstraction is one of the most frequently occurring design smells but duplicate code is one of the least frequently occurring implementation smells. It is because the scope of the two smells differs significantly; clones belonging to duplicate abstraction occur anywhere in a project (but not in the same method) while clones belonging to duplicate code only occur within a method.

Table 5.1: Distribution of Implementation Smells

<table>
<thead>
<tr>
<th>Implementation smell</th>
<th>#Instances</th>
<th>Smell density</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complex Conditional</td>
<td>21,643</td>
<td>0.4389</td>
</tr>
<tr>
<td>Complex Method</td>
<td>95,244</td>
<td>1.9317</td>
</tr>
<tr>
<td>Duplicate Code</td>
<td>17,921</td>
<td>0.3634</td>
</tr>
<tr>
<td>Empty Catch Block</td>
<td>14,560</td>
<td>0.2953</td>
</tr>
<tr>
<td>Long Identifier</td>
<td>7,741</td>
<td>0.1570</td>
</tr>
<tr>
<td>Long Method</td>
<td>17,521</td>
<td>0.3553</td>
</tr>
<tr>
<td>Long Parameter List</td>
<td>79,899</td>
<td>1.6205</td>
</tr>
<tr>
<td>Long Statement</td>
<td>462,491</td>
<td>9.3805</td>
</tr>
<tr>
<td>Magic Number</td>
<td>2,993,353</td>
<td>60.7130</td>
</tr>
<tr>
<td>Missing Default</td>
<td>23,497</td>
<td>0.4765</td>
</tr>
<tr>
<td>Virtual Method Call from Constructor</td>
<td>4,545</td>
<td>0.0921</td>
</tr>
</tbody>
</table>

Table 5.3 lists the total number of architecture smells in all the analyzed repositories. The table reveals that the cyclic dependency is the most frequently occurring architecture smell followed by feature concentration smell. One potential reason for the cyclic dependency to occur in a high volume is the permutations of the cycles due to one dependency that is mainly responsible for introducing a cycle. For instance, assume we have three components A, B, and C with the following dependencies: A depends on B, A depends on C, B depends on A, and C depends on B. Now, since B depends on A, not only the tool will detect a cyclic dependency between component A and B, but also another cycle among A, B, and C.

The dense structure smell has been detected the least number of times among the detected smells. This can mainly be attributed to the fact that, by definition, the smell can be detected at most once in a repository while all other architecture smells can be spotted multiple times in a repository. The smell has been detected in only approximately 10% of the analyzed repositories. We observed that the median of loc computed for all the analyzed repositories is 4,391.5 while it is 29,147.5 for the repositories where the smell has been detected. It clearly indicates that the smell is more prone to occur in large repositories. However, the
Table 5.2: Number of detected instances and smell density (per KLOC) of design smells in the analyzed repositories

<table>
<thead>
<tr>
<th>Design smell</th>
<th>#Instances</th>
<th>Smell density</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyclically-dependent Modularization</td>
<td>193,188</td>
<td>2.3238</td>
</tr>
<tr>
<td>Unutilized Abstraction</td>
<td>182,638</td>
<td>2.1969</td>
</tr>
<tr>
<td>Duplicate Abstraction</td>
<td>118,429</td>
<td>1.4245</td>
</tr>
<tr>
<td>Unnecessary Abstraction</td>
<td>89,340</td>
<td>1.0746</td>
</tr>
<tr>
<td>Deficient Encapsulation</td>
<td>57,606</td>
<td>0.6929</td>
</tr>
<tr>
<td>Insufficient Modularization</td>
<td>35,959</td>
<td>0.4282</td>
</tr>
<tr>
<td>Broken Modularization</td>
<td>32,154</td>
<td>0.3868</td>
</tr>
<tr>
<td>Broken Hierarchy</td>
<td>29,668</td>
<td>0.3569</td>
</tr>
<tr>
<td>Unfactored Hierarchy</td>
<td>25,352</td>
<td>0.3049</td>
</tr>
<tr>
<td>Rebellious Hierarchy</td>
<td>23,371</td>
<td>0.2811</td>
</tr>
<tr>
<td>Imperative Abstraction</td>
<td>18,640</td>
<td>0.2242</td>
</tr>
<tr>
<td>Unexploited Encapsulation</td>
<td>11,299</td>
<td>0.1359</td>
</tr>
<tr>
<td>Cyclic Hierarchy</td>
<td>6,736</td>
<td>0.0810</td>
</tr>
<tr>
<td>Wide Hierarchy</td>
<td>4,838</td>
<td>0.0582</td>
</tr>
<tr>
<td>Multipath Hierarchy</td>
<td>3,359</td>
<td>0.0404</td>
</tr>
<tr>
<td>Missing Hierarchy</td>
<td>2,688</td>
<td>0.0323</td>
</tr>
<tr>
<td>Multifaceted Abstraction</td>
<td>2,104</td>
<td>0.0253</td>
</tr>
<tr>
<td>Hub-like Modularization</td>
<td>1,468</td>
<td>0.0177</td>
</tr>
<tr>
<td>Deep Hierarchy</td>
<td>286</td>
<td>0.0034</td>
</tr>
</tbody>
</table>

Table 5.3: Number of detected instances and smell density (per KLOC) of architecture smells in the analyzed repositories

<table>
<thead>
<tr>
<th>Architecture smell</th>
<th>#Instances</th>
<th>Smell density</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyclic Dependency</td>
<td>34,556</td>
<td>0.4157</td>
</tr>
<tr>
<td>Feature Concentration</td>
<td>17,420</td>
<td>0.2095</td>
</tr>
<tr>
<td>Scattered Functionality</td>
<td>11,623</td>
<td>0.1398</td>
</tr>
<tr>
<td>Unstable Dependency</td>
<td>10,195</td>
<td>0.1226</td>
</tr>
<tr>
<td>God Component</td>
<td>4,774</td>
<td>0.0574</td>
</tr>
<tr>
<td>Ambiguous Interface</td>
<td>852</td>
<td>0.0102</td>
</tr>
<tr>
<td>Dense Structure</td>
<td>302</td>
<td>0.0036</td>
</tr>
</tbody>
</table>

large size of a repository is not the only deciding factor. We find that 364 repositories are larger than the median loc 29,147.5 where the smell does not occur. It implies that evolution of a software focused on quality may result in maintainable software systems.

Both feature concentration (at architecture granularity) and multifaceted abstraction (at design granularity) capture the cohesion aspect. It is surprising to note that the feature concentration smell occurs more often at architecture granularity (23% of the components) than its design granularity counterpart — multifaceted abstraction (0.3%
of all the types). This clearly indicates that components are more prone to violate the single responsibility principle than the classes at design granularity. Therefore the software developers must pay attention to the component composition and cohesion when they extend the component.

5.1.2 P-RQ2. Do the detected smell instances belonging to different granularities correlate?

Approach
We compute the total instances of implementation, design, and architecture smells in each repository. We then compute the Spearman correlation coefficient between the detected instances of implementation and design smells. Similarly, we find the Spearman correlation between the sums of detected architecture and design smells. Further, we compute the Spearman coefficient between the individual pairs of architecture and design smells to observe the fine-grain correlation.

Results
Figure 5.1a presents a scatter graph showing the co-occurrence between total instances of detected implementation and design smells. The Spearman correlation coefficient between implementation and design smell instances detected is 0.78059 (with p-value < 2.2e − 16).

It shows that high volume of design (or implementation) smells is a strong indication of the presence of high volume of implementation (or design) smells in a C# project.

Similarly, the number of detected instances of architecture and design smells exhibit a high correlation coefficient (ρ) value of 0.86787 (with p-value < 2.2e − 16). Figure 5.1b shows a scatter plot between total detected instances of architecture and design smells in each repository. This indicates that architecture smells exhibit very strong positive correlation with design smells. Therefore, it can be inferred that a large population of design smell instances present in a repository indicates the presence of a high number of architecture smell instances and vice-versa. These observations might encourage a software developer to find and refactor architecture smells when she finds a large number of design smells in her software system.

To find deeper and more fine-grained relationships, we compute Spearman correlation coefficients between individual types of design smells and architecture smells. Figure 5.2 presents Spearman correlation coefficient values for all 133 architecture-design smell pairs in a heatmap. The darker color of a cell in the heatmap shows stronger correlation. A cell with coefficient in the red color shows statistical insignificant values (p-value greater than or equal to 0.005).

The heatmaps in figure 5.2 show both the Spearman and Pearson correlation coefficient values for all 133 architecture-design smell pairs. The darker color of a cell in the heatmap
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(a) Co-occurrence between detected implementation and design smells
(b) Co-occurrence between detected design and architecture smells

Figure 5.1: Scatter plots showing co-occurrence between smells in two granularities

shows stronger correlation. A cell with coefficient in the red color shows statistically insignificant values (p-value greater than or equal to 0.005).

The correlation coefficient values show almost no correlation between individual architecture and design smells. The highest correlation shown by the smell pair unutilized abstraction and feature concentration ($\rho = 0.27$). Low correlation results are inline with the results presented by Macia et al. [MGP+12] where they found that 60% of the automatically detected code smells are not correlated with architecture smells.

The correlation analysis presented in this research question reveals that cumulatively design and architecture smells show a very strong correlation. However, fine-grain correlation analysis suggests that both the kinds of smells are not correlated and do not follow a monotonic relationship.

5.1.3 P-RQ3. Is the principle of coexistence applicable to smells in C# projects?

Approach
We compute the average intra-category co-occurrence for each smell. Co-occurrence is commonly used in bio-geography; we use the co-occurrence index used by Connor et al. [CS78]. The following equation computes the co-occurrence coefficient $C$ between smells $s1$ and $s2$.

$$C(s1,s2) = \frac{n1 \times n2}{N}$$  (5.1)
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Here, $n_1$ and $n_2$ are the number of detected instances of smells $s_1$ and $s_2$ respectively. $N$ is the total number of detected smells in the repository.

Results

Figures 5.3, 5.4, and 5.5 present the average co-occurrence for each smell for all the three smell categories. Cyclic dependency shows the highest and dense structure shows the lowest co-occurrence in the architecture smells category. For the design smells category, cyclically-dependent modularization and deep hierarchy exhibit the strongest and weakest intra-category co-occurrence. Similarly, figure 5.5 shows that magic number and virtual method call from constructor exhibit the highest and lowest co-occurrence respectively in the implementation smells category.

It implies that whenever cyclic dependency, cyclically-dependent modularization, or magic number smells are found in C# code, it is more likely to find other smells from
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**Figure 5.3: Average co-occurrence (intra-category) for architecture smells**

**Figure 5.4: Average co-occurrence (intra-category) for design smells**

the same smell category in the project. On the other hand, the smells dense structure, deep hierarchy and virtual method call from constructor occur more independently.

Co-occurrence of implementation smells (figure 5.5) shows a large variation due to the huge difference in the number of detected instances for each smell in the category.

5.1.4 P-RQ4. Does smell density depend on the size of the C# repository?

**Approach**

We compute smell density for implementation, design, and architecture smells for all the analyzed repositories. We draw scatter plots between lines of code in a repository and the corresponding smell density for all the three smell categories. We also compute correlation
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Figure 5.5: Average co-occurrence (intra-category) for implementation smells

coefficients for implementation, design, and architecture smell density and the repository size (in terms of loc).

Results
Figure 5.6 shows the distribution of smell density for implementation, design, and architecture smells against lines of code. A visual inspection of the above plots shows that the distribution of implementation as well as architecture smell density is more scattered and random than the distribution of design smell density. We compute the Spearman correlation coefficient between smell densities for all the three categories and loc. The analysis reports 0.27800, −0.25426, and 0.37476 as correlation coefficient (p-value < 2.2e−16) w.r.t. implementation, design, and architecture smell density respectively. The results show a weak positive correlation for implementation smell density and weak negative correlation for design smell density with size of the project.

Given the low values for both the coefficients, the size of the project has low impact on the number of design and implementation smells. Architecture smell density exhibits moderate positive correlation indicating that the number of architecture smells increases as the size of the project grows.

5.1.5 P-RQ5. Are architecture smells collocated with design smells?

Approach
The architecture and design smells differ in granularity, hence they get reported in a set of components and a set of classes, respectively. To analyze whether both kinds of smells are collocated, we identify a set of participating classes for each architecture smell. A participating class contributes non-trivially to the occurrence of an architecture smell instance.
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Specifically, a design smell instance $D$ and architecture smell instance $A$ are considered to be “collocated” if a class reported by the instance $D$ participates in the $A$ instance.

We create a table containing all the classes belonging to all the analyzed repositories with their corresponding total architecture and design smell instances. We create $2 \times 2$ contingency matrices for both the smell categories and compute the phi-coefficient. Phi-coefficient, or mean square contingency coefficient, measures the degree of association between two binary variables. We perform the analysis for cumulative instances of both smell categories as well as 133 individual smell pairs. Naturally, the frequencies of architecture and design smell instances are not same due to the difference in the granularity and scale;
thus the instances of architecture smells are significantly lower than those of design smells. We have to normalize both numbers for semantically correct analysis and therefore we normalize the number of design smells by multiplying the ratio of the specific design and architecture smell.

Table 5.4: Contingency matrix for a design and architecture smell

<table>
<thead>
<tr>
<th>Architecture smell</th>
<th>Design smell</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>a b</td>
</tr>
<tr>
<td>0</td>
<td>c d</td>
</tr>
</tbody>
</table>

Table 5.4 shows the contingency matrix for a design and architecture smell pair. The values of variables $a, b, c,$ and $d$ are used to compute phi-coefficient. However, as described above, we normalize the number of design smells instances (i.e., $c$).

\[
c' = c \times \frac{\text{Number of architecture smells}}{\text{Number of design smells}} \quad \text{(5.2)}
\]

We compute the phi-coefficient using the following equation.

\[
\phi = \frac{a \times d - c' \times d}{\sqrt{(a+b) \times (c'+d) \times (a+c') \times (b+d)}} \quad \text{(5.3)}
\]

**Mechanism to infer participating classes**

To find out the collocation between architecture and design smell instances, we identify participating classes for each architecture smell. A participating class contributes to the architecture smell non-trivially. We formulated and implemented the following heuristics to infer participating classes for each architecture smell.

- **Cyclic dependency:** For each identified cycle, we find the classes (belonging to each component contributing to the formation of the cycle) that participate in the cycle. We include all these classes to the participating classes list.

- **Unstable dependency:** This smell occurs when a component depends on another component which is less stable than itself. In this case, all the classes that refer to classes of a less stable component are the participating classes for this smell.

- **Ambiguous interface:** We detect the smell when a component has only one public or internal method. We assign as the class responsible for the architecture smell the one that has the public or internal method.

- **God component:** The tool detects two variants of this smell. First, using LOC-based detection where the LOC of the component crosses a threshold and second, using NOC (Number of Classes)-based detection where the number of classes in the component crosses a threshold.
For the first smell variant, we sort the classes in a component by loc in descending order. Then, we add classes from this list to the participating classes list one by one until the remaining size of the component becomes smaller than the threshold used for the smell detection. For the other variant, we choose the smallest classes (by number of methods) in the component assuming that these classes offer less functionality than the rest of the classes in the component. We select classes one by one in increasing order and add them to the list of participating classes until the remaining size of the component (in terms of number of classes) becomes smaller than the used threshold.

- **Feature concentration:** We detect the smell by inferring a dependency graph for each component. We find the size of disconnected sub-graphs within a component and sort them in ascending order. We add all the classes belonging to the sub-graphs to the participating classes list starting from the smallest sub-graph until the remaining sub-graphs show smaller LCC (Lack of Component Cohesion) than the selected threshold.

- **Scattered functionality:** In this smell, classes scattered in multiple components realize the same architectural concern. We identify these classes and tag them as participating for this architecture smell.

- **Dense structure:** We infer the dependency graph of the software, measure the degree of each component (which is the number of other components the component refers to), and sort them by decreasing degree. We add components one by one from this sorted list to the participating components until the cumulative degree of remaining components becomes smaller than the threshold used for detecting this smell. We include all the classes belonging to the identified responsible components that refer to classes belonging to other components.

**Results**

We found that cumulative collocation between architecture and design is low based on the computed phi-coefficient = 0.32. We also computed phi-coefficients for individual architecture and design smell pairs. Figure 5.7 shows collocation analysis heatmap of architecture and design smells. Each cell shows the computed phi-coefficient between an architecture-design smell pair. The phi-coefficient between feature concentration and unutilized abstraction shows the highest collocation. This collocation makes sense because the presence of one or more unutilized abstractions increase the value of LCC for a component. This increased value of LCC in turn leads to feature concentration smell as discussed in detection mechanism for the smell (Section 4.1.2.2).

Along the expected lines, cyclically-dependent modularization design smell show relatively higher collocation with cyclic dependency architecture smell. The smell also collocate with scattered functionality and dense structure architecture smells. Cyclic-dependency modularization as well as both the architecture smells share the common characteristics i.e., coupling. It is understandable that presence of one of these smells indicates the presence of other related smells.
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### 5.1.6 P-RQ6. Can the refactoring of design smells lead to fewer architecture smells?

#### Approach

To further expand the analysis exploring the relationship between architecture and design smells, we examine the impact of design smell refactorings on architecture smells.

In order to perform this analysis, we need to obtain the refactored state of the project where all detected design smells are eliminated. It is prohibitively expensive to carry out refactoring for all detected design smells for a large number of projects either manually or automatically. There are numerous refactoring techniques that can be applied to refactor a smell [SSS14] based on the context; the present set of tools cannot adopt an appropriate refactoring automatically. Though it would be ideal to refactor all the projects to measure
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The majority of the collocation coefficients shows very low or no collocation among the smell pairs suggesting that the majority of the architecture and design smells do not collocate with each other.

### Figure 5.7: Collocation analysis between architecture and design smells

|-----------------------------|-----------------------|------------------------|-------------------------|--------------------------|------------------------|-----------------------|-------------------------|-------------------------|------------------------|-----------------------------|------------------------|-----------------------------|----------------|---------------|-------------------|----------------|------------------|------------------|-----------------|----------------|
the impact of the refactoring, given the above challenges it is not feasible. To overcome the challenge, we simulate the refactored state in which we assume that all the design smells are refactored. We propose a theoretical basis in which we map a set of design smells that may impact the existence of an architecture smell, derive a set of consequences of the assumed refactoring applied to remove each design smell instance, and analyze the code again to detect the architecture smell instance considering the corresponding discovered consequences.

We illustrate the mechanism described above with the help of an example for cyclic dependency architecture smell. Our theoretical base is that refactoring a cyclic dependency modularization design smell may lead to the removal of a cyclic dependency architecture smell. To find out whether the refactoring of a cyclic dependency modularization smell removes a cyclic dependency architecture smell, we first find out the consequences of refactoring an instance of a cyclic dependency modularization smell. The consequence of the refactoring is the removal of a dependency (say between X and Y classes) among all the classes that participate in the cycle. Then, we detect the cyclic dependency architecture smell again, this time considering that there is no dependency between classes X and Y. If the design smell refactoring removes the dependency that was causing the architecture smell, then the refactoring has an impact on the corresponding architecture smell.

We implement an extension of Designite to carry out the simulation. The extension processes the smell information generated by Designite, uses the mapping defined in this section, and computes the potential influences of design smell refactorings on architecture smells. We simulate the refactoring separately for each architecture smell. We compare the number of architecture smell instances before and after the refactoring.

Potential influences of design smell refactoring on architecture smells
We outline the theoretical basis in the form of potential influences of design smells refactoring corresponding to each architecture smell and mechanism to derive consequences of design smells refactoring in the subsection below.

- **Cyclic Dependency**: Refactoring a cyclic-dependent modularization design smell may influence the occurrences of a cyclic dependency architecture smell. We figure out the number of participating components in a cyclic-dependent modularization smell instance. If the number of participating components are more than one, then the design smell may impact cyclic dependency smell instances. To know whether the refactoring of an instance of a cyclic-dependent modularization removes any cyclic dependency smell, we follow the following heuristic. A cyclic-dependent modularization is removed when one of the dependencies in the cycle is removed. If classes A, B, and C form a cycle then the smell cyclic-dependent modularization will no longer exist if we remove a dependency (for instance C → A). In this case, we need to check if the same class (say C) is present in the cyclic dependency architecture smell. If C is the only class from its component in the cycle and has only one dependency to one of the involved components, then the cyclic dependency architecture smell will be removed by refactoring the cyclic-dependent modularization smell.

- **Unstable dependency**: Refactoring uninitialized abstraction may influence the occurrences
of this architecture smell. To know whether refactoring of an instance of *unutilized abstraction* removes the *unstable dependency* smell, we recompute the instability metric for each component after removing classes suffering from *unutilized abstraction* smells.

- **Ambiguous interface**: Occurrences of *ambiguous interface* may get influenced by refactoring the *unutilized abstraction* design smell. We check whether the class responsible for the architecture smell is unutilized to find whether refactoring an instance of *unutilized abstraction* removes the *unstable dependency* smell.

- **God component**: At first glance, one may think that refactoring *insufficient modularization* may influence the occurrence of *god component* architecture smell. However, refactoring *insufficient modularization* does not play a role in this context because when one refactors it, the refactoring may reduce the size of the class but one has to move the remaining functionality to another (possibly in a new) class. Hence, in most cases component size does not change and there is no influence on *god component* smell.

Carrying out refactoring for the *unutilized abstraction* design smell may impact the occurrences of *god component*. For the first (*loc*-based) variant, we subtract the *loc* associated with *unutilized abstraction* classes in the component and check the new *loc* of the component against the corresponding threshold. For other (*noc — Number of Classes*) variant, we reduce the number of classes suffering from *unutilized abstraction* and detect the smell again.

- **Feature concentration**: Refactoring *unutilized abstraction* may influence the detection of the *feature concentration* architecture smell. To find whether refactoring an instance of *unutilized abstraction* removes any instance of the *feature concentration* smell, we recompute *pcc* after removing the classes suffering from *unutilized abstraction*.

- **Scattered functionality**: Refactoring *unutilized abstraction* may seem to influence the detection of the *scattered functionality* architecture smell. However, if the class is not used then it cannot participate in this architecture smell. Therefore, no refactoring of any design smell is expected to influence the occurrence of this architecture smell.

- **Dense structure**: The occurrence of the *dense structure* architecture smell may get influenced by the refactoring of the *unutilized abstraction* design smell. To find the impact on the occurrence of a specific instance, we recompute the average degree of all the components after removing classes suffering from *unutilized abstraction* and check whether the *dense structure* smell still persists.

**Results**

We employ the extension of Designite that implement the mechanism described above to figure out potential influences of design smells refactoring on architecture smells. We perform
the analysis using the extension and detect architecture smells in the same set of repositories while taking the consequences of the design smells refactoring into consideration. Table 5.5 shows the number of architecture smells detected before and after the refactoring simulation for design smells. Figure 5.8 shows the percentage of architecture smells removed after the design smells refactoring.

Table 5.5: Architecture smell instances detected before and after the refactoring simulation for design smells

<table>
<thead>
<tr>
<th>Architecture smell</th>
<th>#Instances (before)</th>
<th>#Instances (after)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyclic Dependency</td>
<td>34,556</td>
<td>29,573</td>
</tr>
<tr>
<td>Unstable Dependency</td>
<td>10,195</td>
<td>9,431</td>
</tr>
<tr>
<td>Ambiguous Interface</td>
<td>852</td>
<td>599</td>
</tr>
<tr>
<td>God Component</td>
<td>4,774</td>
<td>3,235</td>
</tr>
<tr>
<td>Feature Concentration</td>
<td>17,420</td>
<td>13,301</td>
</tr>
<tr>
<td>Scattered Functionality</td>
<td>11,623</td>
<td>11,623</td>
</tr>
<tr>
<td>Dense Structure</td>
<td>302</td>
<td>284</td>
</tr>
</tbody>
</table>

Figure 5.8: Removed architecture smells (in percentages) after simulating design smells refactoring

God component and ambiguous interface are the most influenced architecture smells — this indicates that refactoring design smells removes these two smells significantly. On the other hand, there is no impact of design smells refactoring on scattered functionality and there is a little impact on instances of dense structure.

The results of this exploration are inline with the collocation analysis. The collocation analysis shows high collocation for feature concentration (0.60), god component (0.39), and ambiguous interface (0.24) with unutilized abstraction design smell. Hence, refactoring unutilized abstraction lead to removing these three architecture smells as shown in the analysis presented in this section. Similarly, cyclic dependency and dense structure also exhibit high collocation with cyclically-dependent modularization (0.33) and unutilized abstraction (0.27).
With this exploration, we observe that refactoring smells at design granularity may remove smells at architecture granularity to a degree as high as one third of the smells (in case of god component). However, our exploration also leads to another important observation — refactoring smells is important at all granularities; design smells refactoring may remove some instances of architecture smells but a large number of architecture smells remain even after all the design smells are refactored.

5.1.7 Discussion and Implications

In this section, we extend our discussion on the smell relationships explored in this work. We also include implications for the software development community.

5.1.7.1 Discussion

We examine the collocation relationship between architecture and design smells; the results show that they exhibit selective collocation. It implies that though architecture smells arise from code and implementation choices made during the software development, their causal domain is larger and they have their individuality different from smells at design granularity.

We explore correlations between architecture and design smells cumulatively as well as between individual pairs. Very high correlations may indicate that a given smell is superfluous. For example, tracking humans’ left-eye and right-eye colors will show an extremely high correlation between the two, and consequently storing only eye color is enough. Although, our analysis shows very strong correlation between the two kinds of smells when considered cumulatively, we observed almost no correlation for the individual smell pairs. This result demonstrates that each smell provides value-adding information. Furthermore, interestingly, even the similar smells at different granularities do not show strong correlation. Five architecture smells have corresponding similar smells at design granularity; it means that these smells represent and capture the same concept at different granularities. These smell pairs with their corresponding correlations are cyclic dependency — cyclic-dependent modularization ($\rho = 0.12$), feature concentration — multifaceted abstraction ($\rho = 0$), scattered functionality — broken modularization ($\rho = -0.04$), god component — insufficient modularization ($\rho = 0.09$), and ambiguous interface — imperative abstraction ($\rho = 0.03$). The almost no correlation outlines the non-monotonic relationship between these smell pairs and further emphasize the individuality of these smells.

Implications of Our Findings

We infer the following implications for the software development community.

Software development teams must detect, analyze, and refactor smells at all granularities. This implication is derived from our correlation analysis for smells arising at different granularities. Our results show that the presence of high volume of de-
design smells indicates presence of high number of architecture smells and vice versa. Existing tools (such as NDepend\textsuperscript{a} and SonarQube\textsuperscript{b} mainly detect implementation and some design issues. Due to this limitation, a software development team using these tools perceives only a limited set of quality issues and thus issues at higher granularities go unnoticed. Furthermore, we observed that a significant amount of architecture smells persists even if all the detected design smells were refactored. This result also emphasizes the importance of detecting and refactoring smells at all granularities.

The software development community must avoid cycles among classes as well as among components to keep structure of the software easy to understand. Our results show that cyclic dependencies at both design and architecture granularities occur the most in open-source C# repositories. Higher number of cycles in a software introduce tangles and make the software difficult to comprehend.

Software development teams must pay more attention to their code quality as size of their software grows. This implication is derived from our analysis in which we find that architecture smell density tends to increase as the software grows. Actively used software systems grow; however, whether the software evolves by keeping the focus on code quality defines maintainability of the software. For example, in our analysis, dense structure smell has been detected in only approximately 10% of the analyzed repositories. We observed that the median of LOC computed for all the analyzed repositories is 4,391.5 while it is 29,147.5 for the repositories where the smell has been detected. It clearly indicates that the smell is more prone to occur in large repositories. However, the large size of a repository is not the only deciding factor. We figure out that 364 repositories are larger than the median LOC 29,147.5 where the smell does not occur. It implies that evolution of a software focused on quality may result in a maintainable software system.

\textsuperscript{a}http://www.ndepend.com/ 
\textsuperscript{b}https://www.sonarqube.org/

5.1.7.2 Secondary Uses of this Work

We have added support to detect seven architecture smells in Designite. The software development community may use the tool to analyze their source code and improve maintainability of their code. The research community may utilize the tool to carry out studies concerning code smells. The tool is available online \textsuperscript{[Sha16]} and free for all academic purposes.

Smells mining dataset is the basis of the research questions addressed in this work. The dataset contains all the supported implementation, design, and architecture smells detected in 3,209 open-source repositories. We have made the dataset available online \textsuperscript{[Sha19c]}. The software engineering research community may utilize it in many ways including benchmarking and comparison as well as exploring other dimensions of source code with smells.
5.2 Results of Detecting Smells using Deep Learning

In this section, we elaborate on the results of our experiments exploring the application of deep learning methods for smell detection and present our observations.

5.2.1 D-RQ1. Is it possible to use deep learning methods to detect code smells? If yes, which deep learning method performs superior?

Approach
We prepare the input samples as described in Section 4.2.1. Table 5.6 presents the number of positive and negative samples used for each smell for training and evaluation; CNN-1D and RNN use 1D samples and CNN-2D uses 2D samples. As mentioned earlier, we train our models with the same number of positive and negative samples. Sample size for *multifaceted abstraction* (MA) is considerably low compared to other smells because each sample in this smell is a class (other smells use method fragments). The one-dimensional sample counts are different from their two-dimensional counterparts because we apply additional constraint for outlier exclusion, on permissible height, in addition to the width.

Table 5.6: Number of positive (P) and negative (N) samples used for training and evaluation for RQ1

<table>
<thead>
<tr>
<th></th>
<th>CNN-1D and RNN</th>
<th>CNN-2D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training</td>
<td>Evaluation</td>
</tr>
<tr>
<td></td>
<td>P and N P N</td>
<td>P N</td>
</tr>
<tr>
<td>CM</td>
<td>3,472 1,489 51,926</td>
<td>2,641 1,132 45,204</td>
</tr>
<tr>
<td>ECB</td>
<td>1,200 515 52,900</td>
<td>982 422 45,915</td>
</tr>
<tr>
<td>MN</td>
<td>5,000 5,901 47,514</td>
<td>5,000 5,002 41,334</td>
</tr>
<tr>
<td>MA</td>
<td>290 125 22,727</td>
<td>284 122 17,362</td>
</tr>
</tbody>
</table>

Results
Figure 5.9 presents the performance (F1) of the models for the considered smells for all the configurations that we experimented with. The results from each model perspective show that performance of the models varies depending on the smell under analysis. Another observation from the trendlines shown in the plots is that performance of the convolution models remains more or less stable and unchanged for different configurations while RNN exhibits better performance as the complexity of the model increases except for *multifaceted abstraction* smell. It implies that the hyper-parameters that we experimented with do not play a very significant role for convolution models.

Figure 5.10 presents the boxplots comparing for each smell performance of all trained models, under all configurations. For *complex method* smell, both convolution models outperform the RNN. In between the convolution models, overall the various configurations of the CNN-1D model appear accumulated around the mean, whereas CNN-2D shows higher
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Figure 5.9: Scatter plots of the performance (F1) exhibit by the considered deep learning models along with their corresponding trendline.

variance among the F1 scores obtained at different configurations. Though, CNN-1D shows lower variance, the model has higher number of outliers compared to CNN-2D model. RNN model performs significantly superior compared to convolution models for empty catch block smell with an F1 score of 0.22 versus 0.04 and 0.02 achieved by CNN-1D and CNN-2D respectively; the performance of the model, however, shows a wide variation depending on the chosen hyper-parameters. For magic number smell, most of the RNN configurations do better than the best of the convolution-based configurations. RNN exhibits a very high variance in the performance compared to convolution models for multifaceted abstraction smell.

Equipped with experiment results, we attempt to validate the hypotheses. We present AUC, precision, recall, and F1 to show the performance of the analyzed deep learning models. We attempt to validate each of the addressed hypotheses in the rest of the section.
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(a) Complex method  
(b) Empty catch block  
(c) Magic number  
(d) Multifaceted abstraction

Figure 5.10: Boxplots of the performance (F1) exhibit by the considered deep learning models for all the four smells

5.2.1.1 D-RQ1.H1. It is feasible to detect smells using deep learning methods.

Table 5.7 lists performance metrics (auc, precision, recall, and F1) for the optimal configuration for each smell, comparing all three deep learning models. It also lists the hyper-parameters associated with the optimal configuration for each smell. Figure 5.11 presents the performance (F1) of the deep learning models corresponding to each smell considered in this exploration.

For complex method smell, CNN-2D performs the best; though, performance of CNN-1D is comparable. This could be an implication of the fact that the smell is exhibited through the structure of a method; hence, CNN models, in this case, could identify the related structural features for classifying the smells correctly. On the other hand, CNN models perform significantly poorer than RNN in identifying empty catch block smells. The smell is characterized by a micro-structure where catch block of a try-catch statement is empty. RNN model identifies the sequence of tokens (i.e., opening and closing braces), following the tokens of a try block, whereas CNN models fail to achieve that and thus RNN performs significantly better than the CNN models. Also, the RNN model performs remarkably better than CNN models for magic number smell. The smell is characterized by a specific range of tokens and the RNN does well in spotting them. Multifaceted abstraction is a non-trivial smell that requires analysis of method interactions to observe incohesiveness of a class. None of the employed deep learning models could capture the complex characteristics of the smell, implying that the
Table 5.7: Performance of all three models with configuration corresponding to the optimal performance. L refers to deep learning layers, F refers to number of filters, K refers to kernel size, MPW refers to maximum pooling window size, ED refers to embedding dimension, LSTM refers to number of LSTM units, and E refers to number of epochs.

<table>
<thead>
<tr>
<th>Smells</th>
<th>Performance</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC</td>
<td>Precision</td>
</tr>
<tr>
<td>CM</td>
<td>0.82</td>
<td>0.26</td>
</tr>
<tr>
<td>ECB</td>
<td>0.59</td>
<td>0.02</td>
</tr>
<tr>
<td>MN</td>
<td>0.68</td>
<td>0.18</td>
</tr>
<tr>
<td>MA</td>
<td>0.83</td>
<td>0.05</td>
</tr>
<tr>
<td>CM</td>
<td>0.82</td>
<td>0.30</td>
</tr>
<tr>
<td>ECB</td>
<td>0.50</td>
<td>0.01</td>
</tr>
<tr>
<td>MN</td>
<td>0.65</td>
<td>0.31</td>
</tr>
<tr>
<td>MA</td>
<td>0.87</td>
<td>0.03</td>
</tr>
<tr>
<td>CM</td>
<td>0.85</td>
<td>0.19</td>
</tr>
<tr>
<td>ECB</td>
<td>0.86</td>
<td>0.13</td>
</tr>
<tr>
<td>MN</td>
<td>0.91</td>
<td>0.55</td>
</tr>
<tr>
<td>MA</td>
<td>0.69</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Figure 5.11: Comparative performance of the deep learning models for each considered smell

The token–level representation of the data may not be appropriate for capturing higher–level features required for detecting the smell. It is evident from the above discussion that all the employed models are capable of detecting smells in general; however, their smell-specific performances differ significantly.

Therefore, the hypothesis exploring the feasibility of detecting smells using deep learning models holds true.
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5.2.1.2 D-RQ1.H2. **CNN-2D performs better than CNN-1D in the context of detecting smells.**

Table 5.7 shows that CNN-1D performs better than CNN-2D model for *empty catch block* and *multifaceted abstraction* smells with optimal configuration. On the other hand, CNN-2D performs slightly better than its one dimension counterpart for detecting *complex method* and *magic number* smells. In summary, there is no universal superior model for detecting all four smells; their performance varies depending on the smell under analysis.

Therefore, we reject the hypothesis that CNN-2D performs overall better than CNN-1D as none of the models is clearly superior to another in all the cases.

5.2.1.3 D-RQ1.H3. **RNN model performs better than CNN models in the smell detection context.**

Table 5.8 presents the comparison of RNN with CNN-1D and CNN-2D by comparing pairwise F1 measure differences in percentages, where the F1 values are obtained by the optimal configuration in each case. Here, the performance difference in percentage is calculated by \((F_{1\text{RNN}} - F_{1\text{CNN}})/F_{1\text{RNN}} \times 100\). RNN performs far superior for *empty catch block* and *magic number* smells against both convolution models. However, the performance of RNN is lower for *complex method* and *multifaceted abstraction* smells.

Table 5.8: Performance (F1) comparison of RNN with CNN-1D and CNN-2D

<table>
<thead>
<tr>
<th>Smell</th>
<th>RNN vs CNN-1D</th>
<th>RNN vs CNN-2D</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM</td>
<td>-22.94%</td>
<td>-33.81%</td>
</tr>
<tr>
<td>ECB</td>
<td>80.23%</td>
<td>91.94%</td>
</tr>
<tr>
<td>MN</td>
<td>57.19%</td>
<td>48.48%</td>
</tr>
<tr>
<td>MA</td>
<td>-353.15%</td>
<td>-208.00%</td>
</tr>
</tbody>
</table>

The analysis suggests that performance of the deep learning models is smell-specific. Therefore, we reject the hypothesis that RNN models perform better than CNN models for all considered smells.

**Implications**

This is the first attempt in the software engineering literature to show the feasibility of detecting smells using deep learning models from the tokenized source code without extensive feature engineering. It may motivate researchers and developers to explore this direction and build over it. For instance, *context* plays an important role in deciding whether a reported smell is actually a quality issue for the development team. One of the future works that the community may explore is to combine the models...
trained using samples classified by the existing smell detection tools with the developer’s feedback to identify more relevant smells considering the context.

Our results show that, though both convolution methods perform superior for specific smells, their performance is comparable for each smell. This imply that we may use one-dimensional or two-dimensional CNN interchangeably without compromising the performance significantly.

The comparative results on applying diverse deep learning models for detecting different types of smells suggest that there exists no universal optimal model for detecting all smells under consideration. The performance of the model is highly dependent on the kind of smell that the model is trying to classify. This observation provides grounds for further investigation, encouraging the software engineering community to propose improvements on smell-specific deep learning models.

5.2.2 D-RQ2. Is transfer-learning feasible in the context of detecting smells? If yes, which deep learning model exhibits superior performance in detecting smells when applied in transfer-learning setting?

We explore the feasibility of applying transfer-learning in smell detection context. If it is feasible, we are interested to learn which deep learning model exhibits superior performance.

**Approach**

In the case of direct-learning, the training and evaluation samples belong to the same programming language whereas in the transfer-learning case, the training and evaluation samples come from two similar but different programming languages. This research question inquires the feasibility of applying transfer-learning i.e., train neural networks by using C# samples and employ the trained model to classify code fragments written in Java.

For the transfer learning experiment we keep the training samples exactly the same as the ones we used in RQ1. For evaluation, we download repositories containing Java source code and preprocess the samples as described in Section 4.2.1. Similar to RQ1, evaluation is performed on a realistic scenario, i.e., we use all the positive and negative samples from the selected repositories. This arrangement ensures that the models would perform as reported if employed in a real-world application. Table 5.9 shows the number of samples used for training and evaluation for this research question.

**Results**

As an overview, Figure 5.12 shows the scatter plots for each deep learning model comparing the performance (F1) of both the direct-learning and transfer-learning for all the considered smells for all the configurations. These plots outline the performance exhibited by the models in both the cases with trend lines distinguishing the compared series. The plots imply that the models perform better in the transfer-learning case for all except multifaceted abstraction design smell.
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Figure 5.12: Scatter plots for each model and for each considered smell comparing F1 of direct-learning and transfer-learning along with corresponding trendline.
In the rest of the section, we report quantitative results on applying transfer learning between C# to Java. The results are based on the optimal configuration of each model for each smell.

### 5.2.2.1 D-RQ2.H1. It is feasible to apply transfer-learning in the context of code smells detection.

Table 5.10 presents the performance of the models for all the considered smells demonstrating strong evidence on the feasibility of applying transfer-learning for smell detection. The performance pattern is in alignment to that in the direct-learning case; Spearman correlation between the performance produced by direct-learning and transfer-learning is 0.98 (with p-value = $1.309 \times 10^{-8}$).

Therefore, we accept the hypothesis that transfer-learning is feasible in the context of code smells detection.

![Figure 5.13](image)

Figure 5.13: Comparative performance of the deep learning models for each considered smell in transfer-learning settings

Figure 5.13 presents a comparison among the performance (i.e., F1) exhibited by all the deep learning models for each considered smell. **RNN** performs significantly superior for
Table 5.10: Performance of all three models with configuration corresponding to the optimal performance. L refers to deep learning layers, F refers to number of filters, K refers to kernel size, MPW refers to maximum pooling window size, ED refers to embedding dimension, LSTM refers to number of LSTM units, and E refers to number of epochs.

<table>
<thead>
<tr>
<th>Smells</th>
<th>Performance</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC</td>
<td>Precision</td>
</tr>
<tr>
<td>CM</td>
<td>0.87</td>
<td>0.38</td>
</tr>
<tr>
<td>ECB</td>
<td>0.56</td>
<td>0.05</td>
</tr>
<tr>
<td>MN</td>
<td>0.64</td>
<td>0.48</td>
</tr>
<tr>
<td>MA</td>
<td>0.52</td>
<td>0.01</td>
</tr>
<tr>
<td>CM</td>
<td>0.88</td>
<td>0.43</td>
</tr>
<tr>
<td>ECB</td>
<td>0.54</td>
<td>0.04</td>
</tr>
<tr>
<td>MN</td>
<td>0.65</td>
<td>0.43</td>
</tr>
<tr>
<td>MA</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>CM</td>
<td>0.66</td>
<td>0.62</td>
</tr>
<tr>
<td>ECB</td>
<td>0.90</td>
<td>0.09</td>
</tr>
<tr>
<td>MN</td>
<td>0.95</td>
<td>0.94</td>
</tr>
<tr>
<td>MA</td>
<td>0.51</td>
<td>0.0</td>
</tr>
</tbody>
</table>

empty catch block and magic number smells following a trend comparable to direct-training. For complex method smell, CNN-2D performs the best followed by CNN-1D. All the three models perform poorly with multifaceted abstraction smell.

### 5.2.2.2 D-RQ2.H2. Transfer-learning performs inferior compared to direct learning.

Figure 5.14: Comparison of performance of the deep learning models between direct-learning (DL) and transfer-learning (TL) settings.

Figure 5.14 compares the performance of the models at their optimal configurations ap-

plied in the transfer-learning and in direct-learning. We observe that, in majority of cases, transfer-learning performs better than the corresponding direct-learning counterpart models. The only exception for implementation smells is RNN applied on empty catch block smell, where direct-learning shows better results. For the only design smell, i.e., multifaceted abstraction, all the models perform poorly in both cases.

To dig deeper into the cause of better performance of deep learning models in the transfer-learning case, we calculate the ratio of positive and negative evaluation samples in both research questions. Table 5.11 presents the ratio for samples used in both the research questions as well as percentage difference of the ratios of positive and negative samples in RQ2 compared to the sample ratio in RQ1. The percentage difference is computed as follows: \((\text{Ratio}_{RQ2} - \text{Ratio}_{RQ1}) / \text{Ratio}_{RQ1} \times 100\). It is evident that Java code samples have higher ratio of positive samples, up to 188% higher, compared to C# samples for implementation smells. We deduce that due to significantly higher number of positive samples, the deep learning models show better performance statistics in the transfer-learning case. On the other hand, multifaceted abstraction smell occurs significantly lower (up to 72%) in Java code compared to C# code and this lower ratio further degrades the performance of the models for multifaceted abstraction smell.

Therefore, due to size discrepancies in the samples available for evaluation in direct-learning and transfer-learning, we cannot conclude the superiority or inferiority of the results produced by applying transfer-learning compared to those of direct-learning.

<table>
<thead>
<tr>
<th>Smell</th>
<th>Ratio (RQ1)</th>
<th>Ratio (RQ2)</th>
<th>Difference %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1D 2D</td>
<td>1D 2D</td>
<td>1D 2D</td>
</tr>
<tr>
<td>cm</td>
<td>0.0287 0.0250</td>
<td>0.0445 0.0662</td>
<td>35.53 62.19</td>
</tr>
<tr>
<td>ecb</td>
<td>0.0097 0.0092</td>
<td>0.0119 0.0170</td>
<td>18.14 45.88</td>
</tr>
<tr>
<td>mn</td>
<td>0.1242 0.1210</td>
<td>0.2084 0.3183</td>
<td>40.40 61.98</td>
</tr>
<tr>
<td>ma</td>
<td>0.0055 0.0070</td>
<td>0.0019 0.0019</td>
<td>-188.42 -260.87</td>
</tr>
</tbody>
</table>

Our results demonstrate that it is feasible to apply transfer-learning in the smell detection context. Exploiting this approach can lead to a new category of smell detection tools, specifically for the programming languages where comprehensive smell detection tools are not available.
5.2.3 Discussion

As is the case with most research, our results are sobering rather than sensational. Although it is possible to detect some code smells using deep learning models, the method is by no means universal, and the outcome is sensitive to the training set composition and the training time. In the rest of the section, we elaborate on these observations emerging from the presented results.

5.2.3.1 Is there any silver-bullet?

In practical settings one would want to employ a universal deep learning model that performs well for a variety of smells. In addition, a universal model architecture that performs consistently well for all the considered smells would allow the implementation of tools simpler.

RNN has the reputation to perform well with textual data and sequential patterns while CNN is considered good for imaging data and visual patterns. Given the similarity of source code and natural language, it is expected to obtain good performance from RNN. Our results show that RNN significantly outperforms both CNN models in the cases of empty catch block and magic number. However, in the case of complex method, the CNN models outperform the RNN whereas in the case of multifaceted abstraction, none of the models yield satisfactory results. These outcomes suggest that there is not one deep learning model that can be used for all kinds of smells. We have a uniform model architecture for each model and we observed that the performance of the model differs significantly for different smells. It suggests that it is non-trivial, if not impossible, to propose a universal model architecture that works for all smells. Each smell exhibits diverse distinctive features and hence their detection mechanisms differ significantly. Therefore, given the nature of the problem, it is unlikely that one universal model architecture will be the silver-bullet for the detection of a wide range of smells.

5.2.3.2 Performance comparison with baseline

It is not feasible to compare the results presented in this paper with other attempts [KVGS09, KVGS11, MAB+12b, MAB+12a, BBEAM10, BKG19, FPRZ16] that use machine learning for smell detection due to the following reasons. First, the replication packages of the related attempts are not available. Second, for most of the existing attempts, the ratio of positive and negative evaluation samples is not known; in the absence of this information, we cannot compare them with our results fairly since the ratio plays an important role in the performance of machine learning models. Furthermore, the existing approaches compute metrics and feed them to machine learning models while we feed tokenized source code.

We compare our results with the results obtained from two baseline random classifiers that do not really learn from the data but use only the distribution of smells in the training set to form their predictions. Table 5.12 presents the comparison. The first random classifier generates predictions by following the training set’s class distribution: that is, for every item in the evaluation set it predicts whether it is a smell or not based on the frequency of smells.
in the training data. We did that for both balanced and unbalanced evaluation samples to mimic the learning process of the actual experiment. In the middle three columns, referred to as ‘rc (frequency)’, of the table we show the results for the balanced setting, as they were better than the results for the unbalanced setting. The second random classifier predicts always that a smell is present; this gives perfect recall, but low precision, as you can see in the columns corresponding to ‘rc (all smells)’ of the table. Overall, our models perform far better than a random classifier for all but multifaceted abstraction smell for both baseline variants.

Table 5.12: Comparison of performance (Precision, Recall, and F1) with a random classifier (RC) following the training set frequencies or responding always indicating a smell

<table>
<thead>
<tr>
<th>Smells</th>
<th>Our results</th>
<th>Performance RC (frequency)</th>
<th>Performance RC (all smells)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F1</td>
</tr>
<tr>
<td>CM</td>
<td>0.38</td>
<td>0.79</td>
<td>0.51</td>
</tr>
<tr>
<td>ECB</td>
<td>0.05</td>
<td>0.15</td>
<td>0.08</td>
</tr>
<tr>
<td>MN</td>
<td>0.48</td>
<td>0.37</td>
<td>0.42</td>
</tr>
<tr>
<td>MA</td>
<td>0.01</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>CM</td>
<td>0.43</td>
<td>0.84</td>
<td>0.57</td>
</tr>
<tr>
<td>CNN-1D</td>
<td>ECB</td>
<td>0.04</td>
<td>0.12</td>
</tr>
<tr>
<td>MN</td>
<td>0.43</td>
<td>0.54</td>
<td>0.48</td>
</tr>
<tr>
<td>MA</td>
<td>0.0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>CNN-2D</td>
<td>ECB</td>
<td>0.09</td>
<td>0.91</td>
</tr>
<tr>
<td>MN</td>
<td>0.94</td>
<td>0.91</td>
<td>0.92</td>
</tr>
<tr>
<td>MA</td>
<td>0.0</td>
<td>0.08</td>
<td>0.00</td>
</tr>
</tbody>
</table>

5.2.3.3 Poor performance in detecting a design smell

The presented neural networks perform very poor when it comes to detecting the sole design smell multifaceted abstraction. We infer the following two reasons for this under-performance. First, design smells such as multifaceted abstraction are inherently difficult to spot unless a deeper semantic analysis is performed. Specifically, in the case of multifaceted abstraction, interactions among methods of a class as well as the member fields are required to observe cohesion among the methods which is a non-trivial aspect and the neural networks could not spot this aspect with the provided input. Therefore, we need to provide refined semantics information in the form of engineered features along with the source code to help neural networks identify the inherent patterns. Second, the number of positive training samples were very low, thus significantly restricting our training set. The low number severely impacts the ability of neural networks to infer the responsible aspect that cause the smell. This limitation can be addressed by increasing the number of repositories under analysis.
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5.2.3.4 Trading performance with training-time

As observed in the results section, RNN performs significantly superior than CNN in some specific cases. However, we also note that RNN models take considerable more time to train compared to CNN models. We log the time taken by each experiment for the comparison. Table 5.13 presents the average time taken by each model for each smell per epoch. The table shows that the RNN performance is coming from much more intense processing compared to CNN. Therefore, if the performance of RNN and CNN is comparable for a given task, one should go with CNN-based solution for significantly faster training time.

Table 5.13: Average training-time taken by the models to train a single epoch in seconds

<table>
<thead>
<tr>
<th></th>
<th>CNN-1D</th>
<th>CNN-2D</th>
<th>RNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM</td>
<td>1.2</td>
<td>1.0</td>
<td>2,134</td>
</tr>
<tr>
<td>ECB</td>
<td>0.8</td>
<td>0.5</td>
<td>1,038</td>
</tr>
<tr>
<td>MN</td>
<td>3.2</td>
<td>3.9</td>
<td>5,737</td>
</tr>
<tr>
<td>MA</td>
<td>0.8</td>
<td>4.6</td>
<td>2,208</td>
</tr>
</tbody>
</table>

The study may encourage the research community to explore the deep learning methods as a viable option for addressing the problem of smell detection. Given that we did not consider the context and developers’ opinion on smells reported by deterministic tools, it would be acutely interesting to combine these aspects either by considering the developers’ opinion (by manually tagging the samples) while segregating positive and negative samples or by designing the models that take such opinions as an input to the model.

We have shown that transfer-learning is feasible in the context of code smells. This result introduces new directions for automating smell detection which is particularly useful for programming languages for which smell detection tools are either not available or not matured.

Though this work shows the feasibility of detecting implementation smells; however, complex smells such as multifaceted abstraction require further exploration and present many open research challenges. The research community may build on the results presented in this study and further explore optimizations to the presented models, alternative models, or innovative model architectures to address the detection of complex design and architecture smells.

Beyond smell detection, proposing an appropriate refactoring to remove a smell is a non-trivial challenge. There have been some attempts [TME+18, BSH+11] to separate refactoring changes from bug fixes and feature additions. One may exploit the information produced from such tools and the power of deep learning methods to construct tools that propose suitable refactoring mechanism.
5.3 Results of Maintainability Analysis on Configuration Code

This section presents the results gathered from the analysis of configuration code and our observations w.r.t. each research question addressed.

We use the term “total detected smells (by volume)” to refer to all the smell instances detected in a project. We use the term “total detected smells (by existence)” to refer to the number of different types of smell instances detected in a project. Additionally, we refer to each cataloged configuration smell as a three letter acronym as defined in the Section 3.2.3.

5.3.1 C-RQ1. What is the distribution of maintainability smells in configuration code?

Approach
We compute the total number of detected smell instances (by volume and by existence) for all the smells belonging to both implementation and design configuration smells categories.

Results
The left pane of Table 5.14 shows the number of smell instances detected for implementation configuration smells (ics) both by volume (i(v)) and by existence (i(e)). The three most frequently occurring smells by volume and by existence are *iia* (improper alignment), *iq* (improper quote usage), and *ils* (long statement). Similarly, *ide* (duplicate entry), *imd* (missing default case), *inc* (inconsistent naming convention) are some of the least frequently occurring smells.

The right pane of Table 5.14 shows the similar distribution for detected design configuration smells (dcs). The most frequently occurring design configuration smells are *dim* (insufficient modularization) and *dmf* (multifaceted abstraction). Similarly, the least frequently occurring smells are *dbh* (broken hierarchy) and *dde* (deficient encapsulation).

A few observations from the above table are the following.

- There is a relatively large number of smell instances reported for *dcb* (duplicate block) by volume; however, the smell only occurs in less than one forth of the analyzed repositories. This indicates that either the developers of Puppet repositories do not duplicate the code at all or they do it massively.

- Although, investigating and establishing the potential reasons of identified smell instances is not in the scope of this study, the nascent maturity phase of current configuration systems could be a cause for a few smells. Specifically, the support for system configuration code in terms of better tools and IDEs is still maturing which could potentially help avoiding smells such as *iia* (improper alignment).

The reported frequently occurring smells may also motivate efforts in the future to identify their causes and steps to avoid them. Such efforts may focus on improving existing documentation, enhancing language support, and developing new tools.
Table 5.14: Distribution of Detected Implementation and Design Configuration Smells

<table>
<thead>
<tr>
<th>Impl. config. smells</th>
<th>#I(V)</th>
<th>#I(E)</th>
<th>Design config. smells</th>
<th>#I(V)</th>
<th>#I(E)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Missing default case</td>
<td>4,604</td>
<td>706</td>
<td>Multifaceted abstraction</td>
<td>64,266</td>
<td>4,339</td>
</tr>
<tr>
<td>Inconsistent naming convention</td>
<td>4,804</td>
<td>440</td>
<td>Unnecessary abstraction</td>
<td>4,319</td>
<td>1,427</td>
</tr>
<tr>
<td>Complex expression</td>
<td>3,994</td>
<td>963</td>
<td>Imperative abstraction</td>
<td>4,354</td>
<td>1,575</td>
</tr>
<tr>
<td>Duplicate entity</td>
<td>65</td>
<td>29</td>
<td>Missing abstraction</td>
<td>1,913</td>
<td>813</td>
</tr>
<tr>
<td>Misplaced attribute</td>
<td>22,976</td>
<td>1,383</td>
<td>Insufficient modularization</td>
<td>96,033</td>
<td>4,422</td>
</tr>
<tr>
<td>Improper alignment</td>
<td>780,265</td>
<td>3,064</td>
<td>Unstructured module</td>
<td>4,653</td>
<td>3,337</td>
</tr>
<tr>
<td>Invalid property value</td>
<td>14,360</td>
<td>729</td>
<td>Duplicate block</td>
<td>17,601</td>
<td>1,016</td>
</tr>
<tr>
<td>Incomplete tasks</td>
<td>11,071</td>
<td>1,467</td>
<td>Broken hierarchy</td>
<td>83</td>
<td>37</td>
</tr>
<tr>
<td>Deprecated statement usage</td>
<td>6,466</td>
<td>674</td>
<td>Dense structure</td>
<td>1760</td>
<td>1760</td>
</tr>
<tr>
<td>Improper quote usage</td>
<td>428,951</td>
<td>2,463</td>
<td>Deficient encapsulation</td>
<td>1,075</td>
<td>424</td>
</tr>
<tr>
<td>Long statement</td>
<td>527,637</td>
<td>4,115</td>
<td>Weakened modularity</td>
<td>13,944</td>
<td>2,890</td>
</tr>
<tr>
<td>Incomplete conditional</td>
<td>4,797</td>
<td>1,217</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unguarded variable</td>
<td>71339</td>
<td>1,405</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- It is interesting to note that DDS (dense structure) falls in the least occurring smell category by volume but most frequently occurring smell category by existence. It is due to the fact that there could be only one instance at the most for this smell in a project.

DUM (unstructured module) also exhibits similar characteristics. Since the tool analyzes the structure of a module as a whole, DUM gets identified at the most once for a module. Since each project deals with only a limited number of modules, the detected smell instances are relatively low whereas the smell occurred in relatively large number of analyzed projects.

5.3.2 C-RQ2. What is the relationship between the occurrence of design configuration smells and implementation configuration smells?

Approach
We count the total number of implementation and design configuration smells for each Puppet repository both by volume and by existence. Next, we compute Spearman correlation coefficient between the counted implementation and design configuration smells for each repository by volume and by existence.
Results

Figure 5.15a presents a scatter graph (with alpha set to 0.3) showing the co-occurrence between implementation and design configuration smells by volume. The figure shows a dense accumulation towards the left-bottom indicating that implementation and design configuration smells co-occur for relatively small number of identified smell instances.

Figure 5.15b shows a density graph showing the co-occurrence between implementation and design configuration smells by existence. The figure reveals a dense correlation between implementation and design configuration smells (by existence) in the left bottom quadrant of the figure where the number of identified smell types is half or less.

We compute Spearman correlation coefficient for both the cases. Table 5.15 shows the correlation coefficients and associated p-values. Both the analyses show positive correlation between implementation and design configuration smells with high statistical significance; however, correlation analysis by volume exhibits stronger correlation than correlation analysis by existence.

It shows that high volume of design (or implementation) configuration smells is a strong indication of the presence of high volume of implementation (or design) configuration smells in a project. Whereas, a project that shows presence of large number of design (or implementation) configuration smell types moderately indicates presence of large number of implementation (or design) configuration smell types.

5.3.3 C-RQ3. Is the principle of coexistence applicable to smells in configuration projects?

Approach

To compute intra-category co-occurrence for a smell, we count the number of occurrences
Table 5.15: Results of Correlation Analysis

<table>
<thead>
<tr>
<th></th>
<th>Correlation(ρ)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analysis by volume</td>
<td>0.66410</td>
<td>&lt;2.2e−16</td>
</tr>
<tr>
<td>Analysis by existence</td>
<td>0.44526</td>
<td>&lt;2.2e−16</td>
</tr>
</tbody>
</table>

of other smells in the same category (by existence), only when the smell occurred. We evaluate the average co-occurrence for each smell across all the repositories considering only those values where the smell has occurred. We compute the average co-occurrence for all the implementation and design configuration smells and compared their normalized values.

Results

Figure 5.16 presents the average co-occurrence computed for each smell for both the implementation and design configuration smells. IDE (duplicate entity) with average 0.75 and IQU (improper quote usage) with average 0.29 are the implementation configuration smells that show the highest and lowest co-occurrences respectively in the category. In the design configuration smells category, DBH (broken hierarchy) with average 0.73 and DIM (insufficient modularization) as well as DMF (multifaceted abstraction) with average 0.36 show the highest and lowest co-occurrences respectively.

Figure 5.16: Average co-occurrence (intra-category) for implementation and design configuration smells
The result implies that whenever duplicate entity or broken hierarchy smells are found, it is very likely to find other smells from the same category in the project. Whereas, the smells improper quote usage and insufficient modularization occur more independently.

Average normalized correlation for implementation and design configuration smells is 0.43 and 0.47 respectively. This leads to another interesting observation: design configuration smells show 9.3% higher co-occurrence among themselves than the implementation configuration smells. Since a design decision impacts the software in many ways, it is believed that one wrong or non-optimal design decision introduces many quality issues. The statistics reported above affirm the belief.

5.3.4 C-RQ4. Does smell density depend on the size of the configuration project?

Approach
We compute normalized smell density for both the smell categories for all the repositories and plot scatter graphs between lines of code in the repository and the smell density. We then perform correlation analysis on both sets and document our observations based on the received results.

Results
Figure 5.17 presents the distribution of normalized smell density for implementation and design configuration smells against lines of code (with alpha = 0.3).

![Figure 5.17: Smell density for (a) implementation configuration smells and (b) design configuration smells against lines of code](image)

The visual inspection of the above graphs reveals the following observations.

- The distribution shown in Figure 5.17a is very scattered and random in comparison with the distribution in the Figure 5.17b. Although, both the figures show a weak
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linear relationship between smell density and lines of code, Figure 5.17a shows a relatively stronger linear relationship than the Figure 5.17b.

- Large projects show maturity and tend to demonstrate lower smell density compared to smaller projects in both the cases.

We, then, compute Spearman correlation coefficient for both the data sets. The results of the correlation analysis are summarized in Table 5.16.

Table 5.16: Results of Correlation Analysis

<table>
<thead>
<tr>
<th></th>
<th>Correlation(ρ)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implementation smells</td>
<td>0.03833</td>
<td>0.00980</td>
</tr>
<tr>
<td>Design smells</td>
<td>-0.32851</td>
<td>&lt;2.2e−16</td>
</tr>
</tbody>
</table>

The results show no correlation between implementation smell density and size of the project. However, a weak negative correlation is perceived with high statistical significance between design smell density and the size of the project. This shows that as the project size increases, design configuration smell density tends to decrease. This result is interesting since it is believed traditionally that the complexity (and therefore, smell density) of a piece of software increases as the size of the software grows.

5.3.5 Discussion

Our empirical study reveals a large number of class declarations where the corresponding definitions are not found in the same repository. We find that 59% of the repositories that we analyze have at least one such instance. The majority of such missing definitions relate to third-party modules. A possible explanation is that software development teams exclude third-party modules from their Puppet code under version control. This practice provides the advantage of not having to maintain the used third-party modules as they change. However, it breaks the fundamental principle of IaC, i.e. production and configuration code should co-evolve. Such instances hurt the configuration process automation and are bound to lead to trouble in the form of missing dependencies. More interestingly, the Puppet language does not offer any solution to this problem since module installation, as opposed to package installation, cannot be part of a configuration code specification.

Yet another observation concerns language design (in this context Puppet). Diligent use of language features and adherence to best practices can drastically reduce smells discussed in this work. However, careful language design can also significantly avoid many configuration smells. For example, **DUA** (unnecessary abstraction), **DBH** (broken hierarchy), and **DDE** (deficient encapsulation) can be controlled and avoided by suitable changes in the
Puppet language. Similarly, many implementation configuration smells such as iuv (unguarded variable), ima (misplaced attribute), and ide (duplicate entity) can also be checked at Puppet language level itself and can be avoided without any compromise in functionality and convenience.

5.4 Results of Maintainability Analysis on Database Code

In this section, we first present the results of a survey that we carried out to understand developers’ perspective. We then present the results specific to each addressed research question. We also provide a discussion covering qualitative analysis and opportunities we perceive from this work.

5.4.1 Developers’ Survey on Database Smells

We carried out an online survey targeting software developers to understand their perspective about the significance of various database schema smells. We divided the survey in three sections. In the first section, we collected information about participants’ experience. In the second section, we asked the participants to read the description of each potential smell presented (total 13 questions based on the catalog presented in Section 3.2.4) and to rate each of them based on their importance (i.e., the degree of smell’s association with software quality issues), and usefulness (i.e., the degree of accuracy of the smell in predicting software quality issues). All the questions in this section were Likert scale questions. We asked the respondents whether they consider the presented practice as a database schema smell, a recommended practice, both a smell and a recommended practice depending on the context, or neither a smell nor a recommended practice. The third section presented a couple of open-ended questions to get participants’ view on the presented catalog and missing database schema smells. The questionnaire that we used is available online [Sha18a].

We ran a pilot for the survey, collected the feedback, and improved the survey. We shared the survey to all online social media channels and sought participation from the developer community. We received 52 complete responses out of 136 total responses.

![Software development experience in years vs Database applications developed](image)

Figure 5.18: Experience of respondents in terms of number of years as well as the number of database applications developed by them
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Most of the respondents belong to experienced developer groups. Figure 5.18 shows the distribution of respondents’ experience in terms of number of years and number of database applications they have developed. We summarize our findings from the survey below.

- A large majority of 88% agrees (42% strongly agree and 46% agree) that the awareness and knowledge of database smells is crucial for software developers to develop high quality applications. None of the respondents marked disagree or strongly disagree options.

- Figure 5.19 shows a consolidated perspective provided by the respondents for section 2 questions. Based on the responses we infer that some practices, such as meaningless name (83%) and missing constraints (77%), are clearly marked as database smells. However, we found that practices such as values in attribute definition and adjacency list are more context-sensitive.

- The respondents had the option to add their views either in terms of smells that we have not included but they have seen in practice as well as their feeling, objection, or reservation on the presented smells. A few respondents underline the subjectivity involved in database smell detection. For instance, one respondent said that “…database smells in general depend much more on an assessment of the need and end use of data…”. Similarly, another respondent shared an instance of duplicating values in a table (which is a smell) to avoid querying 60 tables to load a single record. Yet another respondent provided his/her opinion on index abuse smell: “…the proper use of indexes is dependent on many things and without regular profiling it’s not possible to decide whether indexes are actually being misused.”
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As a conclusion of our survey, developers seem to acknowledge the need for detecting database smells. However, their systematic identification remains an open problem. This points to the need for a tool that automatically detects the database smells. Developers may then, considering the context of the smell, decide whether the detected smells are indeed quality issues or serving a required purpose.

5.4.2 DB-RQ1. What are the occurrence patterns of database smells?

**Approach**
We use DbDeo to detect 9 types of database schema smells in the 357 industrial and 2568 open-source repositories. We collate all the detected instances of smells by their type and we compute average smell density for each type of smell.

**Results**
Table 5.17 summarizes the detected instances of database schema smells and corresponding average occurrences per repository in all the analyzed repositories.

Table 5.17: Occurrences of database schema smells for industry (I) as well as open-source (OSS) repositories

<table>
<thead>
<tr>
<th>Smells</th>
<th>Occurrences</th>
<th>Avg. smell density</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I</td>
<td>OSS</td>
</tr>
<tr>
<td>Compound attribute</td>
<td>5,517</td>
<td>7,966</td>
</tr>
<tr>
<td>Adjacency list</td>
<td>733</td>
<td>297</td>
</tr>
<tr>
<td>God table</td>
<td>4,428</td>
<td>5,507</td>
</tr>
<tr>
<td>Values in attribute definition</td>
<td>85</td>
<td>326</td>
</tr>
<tr>
<td>Metadata as data</td>
<td>944</td>
<td>1,003</td>
</tr>
<tr>
<td>Multi-column attribute</td>
<td>1,624</td>
<td>3,137</td>
</tr>
<tr>
<td>Clone table</td>
<td>101</td>
<td>3,704</td>
</tr>
<tr>
<td>Overloaded attribute names</td>
<td>1814</td>
<td>7,300</td>
</tr>
<tr>
<td>Index abuse</td>
<td>12,643</td>
<td>9,475</td>
</tr>
</tbody>
</table>

We make the following observations from the collected data in the context of this question. We find that *index abuse* is the most frequently occurring smell in both industrial as well as open-source projects. However, it is interesting to note that although the number of instances of *index abuse* smell are higher in industrial projects, they occur relatively less frequently than open-source projects considering their density. On the other hand, *values in attribute definition* in industrial projects and *adjacency list* in open-source projects are the least frequently occurring smells.

In industrial projects, some smells show significantly higher proneness to occur compared to open-source projects. For instance, smell density of *adjacency list* smell is approximately seven times higher in industrial projects than the open-source projects. A potential
reason of the observation is the higher size and complexity of the industrial projects. On the other hand, clone table tends to occur in open-source projects considerably more frequently than in industrial projects.

From the developers’ survey, we learned that smells CA (compound attribute) and IA (index abuse) are the least subjective smells (i.e., context matters the least for such smells) whereas smells AL (adjacency list) and VA (values in attribute definition) are most subjective in nature. This observation implies that a developer might be hesitant to introduce CA or IA and more open to adopt a solution that involves smells such as AL or VA. Interestingly, the occurrence patterns show exactly the opposite trend with respect to these smells; i.e., smells CA and IA occur the most and smells AL and VA occur the least frequently in both industrial and open-source systems.

5.4.3 DB-RQ2. Does the size of the project or the database play a role in smell density?

Approach
We computed smell density for all the detected database smells. In this work, we define smell density as the number of database smells detected per 10 sql statements. We then compute the Spearman correlation coefficient between total LOC (Lines Of Code) and smell density of the repository. We also compute the Spearman coefficient between size of the database (i.e., number of create table statements) and smell density of the repository.

Results
The Spearman correlation coefficient ($\rho$) for the dataset is 0.2420 (p-value = $3.724 \times 10^{-06}$) for industrial projects and 0.0006 (p-value = 0.9731) for open-source projects. This indicates that density of database smells has low correlation for the industrial projects and no correlation for the open-source projects with the total lines of code in the repository.

We also explore the relationship between smell density and size of the database where size of a database is measured by the number of create table statements in the repository. The Spearman correlation analysis provides us $\rho = 0.7338$ (p-value < $2.2 \times 10^{-16}$) for industrial projects and $\rho = 0.6174$ (p-value < $2.2 \times 10^{-16}$) for open-source projects.

The values of the correlation coefficient show that smell density and size of the database share a fairly strong correlation i.e., as the size of database increases, density of database smells tends to increase.
5.4.4 DB-RQ3. Does the nature of code (type of the application, or usage of ORM frameworks) affect the smell density?

Approach
We extract information concerning the nature of subject systems; specifically, we infer the type of application and used orm (Object-Relational Mapping) framework in each repository.

We infer the type of application among the following set — Desktop, Mobile (either ios or Android), or Web. We use the following heuristics to classify a repository to one of the application types.

- We figure out the programming language used primarily in a repository. To know the programming language used primarily in a repository, we scan all the files in the repository, detect the files containing source-code using their file extensions, and count the number of files for each programming language that we detect. We look for the following programming languages: ASP, C, C#, C++, HTML, Java, JavaScript, Objective c, PHP, Perl, Python, Ruby, SQL, VB, and XML.

- If the prime programming language is Java and there exists a manifest file with name ‘AndroidManifest.xml’, we conclude that the application is of type Mobile(Android).

- If the prime programming language is Objective c, we tag the application as a Mobile(ios) application.

- If the repository contains one of the folders ‘Static’, ‘css’, or ‘public_html’ and primarily used programming language is one of the PHP, ASP, XML, or Python, then we classify the application type as Web.

- If the prime language is HTML, then also we interpret the application type as Web.

- If none of the above conditions are met for a repository, we classify it as a Desktop application.

Once we identify the type of all the repositories, we measure the average smell density for each application type. We select a list of 19 well-known orm frameworks targeting different programming languages — C++ (LiteSQL, ODB, QxOrm), Java (ActiveJDBC, Apache Cayenne, Eclipse Link, Enterprise JavaBeans, Hibernate, Mybatis), Objective C (Core Data), C# (Dapper, Entity Framework, LINQ to SQL, NHibernate), PHP (Doctrine, Propel), and Python (SQLAlchemy, Django, SqlObject). We scan the dependencies of a repository specified in import (or similar) statements to detect whether the repository uses an orm framework. For instance, we look at import statements in Java applications for the presence of import org.apache.Cayenne to infer that the application is using Apache Cayenne framework. We measure and compare the average smell density for both orm-based and non-orm-based repositories.
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Results
Figure 5.20 (left) shows average smell density for different types of applications. The figure shows that 1998 open-source and 346 industrial repositories are classified as Desktop, 40 open-source and 2 industrial repositories as Mobile, and 530 open-source and 9 industrial repositories as Web applications. For open-source repositories, all three application types exhibit similar database schema smell density. This indicates that application type is not a significant factor that affects database smell density for open-source repositories. On the other hand, industrial Web applications show significantly lower smell density than the industrial Desktop applications although the sample for mobile and web applications in industrial projects is not significant from a statistical perspective.

![Figure 5.20: Average smell density of different types of applications (left) and projects using ORM frameworks and rest of the projects (right)](image)

Right side of figure 5.20 shows average smell density for repositories separated based on whether they use an ORM framework or not. We observed that 681 open-source and 238 industrial projects use ORM frameworks among the analyzed projects. For industrial projects, non-ORM-based projects show lower average smell density than the projects based on ORM frameworks whereas we observe an opposite trend for open-source projects. However, Mann-Whitney U test shows that the difference in the average smell density is not statistically significant (p-value = 0.0252 for industrial and p-value = 0.1612 for open-source projects).

Thus, ORM frameworks do not bring immunity from database schema smells.

5.4.5 DB-RQ4. What is the degree of co-occurrence among database smells?

Approach
For each detected smell, we count occurrences of rest of the smells in the repository to investigate the degree of co-occurrence among database smells. We compute average co-occurrence for each smell across all the repositories. We take the average of the co-occurrences
taking into consideration only those values where the smell has occurred at least once. Further, we normalize the average co-occurrence values with number of detected smells. This exercise reveals the normalized co-occurrence patterns among database smells.

**Results**

Figure 5.21 shows average co-occurrence among database smells. The figure reveals that *clone table* for industrial projects and *values in attribute definition* for open-source projects show highest co-occurrence with other smells. *Index abuse* smell exhibits lowest co-occurrence with other smells for both the categories of projects. It implies that whenever a *clone table* in an industrial project or *values in attribute definition* smell in an open-source project occurs, it is very likely to find other database smells in the project. On the other hand, *index abuse* smell occurs more independently.

![Figure 5.21: Average co-occurrence among database smells](image)

Another interesting observation from figure 5.21 is that smells show considerably higher correlations in industrial projects. A potential reason of the fact could be the larger size of industrial projects than the open-source projects (industrial projects are five times larger on average in terms of LOC compared to open-source projects).

**5.4.6 Discussion**

In this section, we first discuss our observations about accuracy of the developed tool *DbDeo*. We also present our qualitative analysis of the results presented in Section 5.1.

**5.4.6.1 Qualitative Analysis of the Results**

In this section, we discuss the results obtained from our analysis presented in Section 5.1 from a qualitative perspective.

Our analysis found a considerable number of *overloaded attribute names* smells. Interestingly, many times developers declare attributes, even the primary keys, with identical names but with different types in a repository. We found that *id* is the most popularly used name for a primary key. More than 40% of the analyzed tables belonging to open-source projects use *id* as a primary key. For industrial projects, it is considerably lower (11%). An
interesting observation is that their type differs significantly. We found 13 and 12 different types being used for the attribute ID across all the analyzed open-source and industrial repositories respectively.

During manual exploration, we also observed one of the reasons for smells clone table and overloaded attribute names to occur. We observed that these smells occur often in test or example code. This observation highlights the quality deficit introduced in test or example code and possibly reveals the casual mindset of developers while writing test or example code.

Parameterized queries (where values or even sometimes attribute names are supplied dynamically) are very common for embedded SQL statements in source code. We observed create table statements are majorly defined statically; however, understandably, the majority of select statements are defined as parameterized queries. This observation has an impact on index abuse smell. Our analysis reveals that more than 77% detected instances of index abuse smell belong to the third variant of the smell (i.e., unused indexes). When parameterized queries expect attribute names dynamically, our tool cannot identify the used attribute names and produce false-positive instances of index abuse smell.

**Opportunities**

In the context of this study, we outline possible ways to improve the state of scientific and industrial practice.

**Tool support:** IDEs can provide support, native or extended (via plug-ins), for SQL statements. This may allow developers to spot common problems, such as index abuse and multicolumn attribute, early on and rectify them. Along the same lines, ORM frameworks may raise an alarm, for instance in the form of warnings, to attract developers’ attention towards potential flaws in the database design. Sophisticated external tools may extend their support to detect database smells and improve the quality of database schemas. Further, language extensions may support the native treatment to embedded SQL statements. The native treatment allows a developer to employ existing tools (the ones used for the host programming language) for embedded SQL code.

**Training and awareness:** The role of focused training sessions to increase awareness of database quality among developers cannot be denied. Such sessions would enable them to learn from existing peer knowledge and keep themselves updated with the changing technology.

**Database standards:** Standards are a collection of common practices followed globally or within an organization to ensure the consistency and effectiveness of the database environment. A database element naming convention is an example of such a standard. Organizations may adopt stringent standards for designing database schemas to ensure the quality of the database system. Across the industry, a move toward stricter and comprehensive standards would prohibit some of the smells we identified.

**Database APIs:** Database APIs can also be improved to support high quality schema design. Apart from deprecating obsolete features and issuing a warning for common
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This section presents threats to validity for all the experiments presented in this thesis.

5.5.1 Construct Validity

*Construct validity* measures the degree to which our tools and metrics actually measure the properties they are supposed to measure. It concerns the appropriateness of observations and inferences made on the basis of measurements taken during the study.

Static code analysis is typically prone to false-positives and false-negatives. To mitigate this concern, we employed a comprehensive set of tests for the tools presented in this thesis (viz. Designite, Puppeteer, and DbDeo) to rule out obvious deficiencies. Also, the effect of false positives and negatives is reduced when two or more streams of results are compared as in this experiment. Additionally, we found the results of manual validation of the detected instances by the tools very satisfactory.

The tools that we used in this thesis use various metric thresholds to detect smells. Although, some authors such as Rosenberg et al. [RSG99] have suggested the chosen threshold values after careful analysis. However, it is a known and accepted fact that there is no one globally accepted threshold set for various metrics [KKS+14, FBA11]. We chose the thresholds that are commonly used by the software engineering community. Moreover, in the specific case of Designite, the tool allows to change the thresholds if one would like to repeat the experiment with custom metric thresholds.

Further, a source-code analysis may adopt one of the numerous techniques to collect source-code information such as AST parsing, reflection, and string matching [Spi15]. For our tool Puppeteer, due to the lack of available parser library for Puppet, our tool uses regular expression based string matching extensively which is not as efficient as AST parsing. In addition to test the tool with unit-tests that check the correctness of the used regular expressions, we carried out manual testing to ensure the behaviour of the used expressions. Similarly, due to the lack of an available tool to extract cleansed SQL statements from a host source code, we implemented the extraction functionality in our tool (DbDeo) using regular expressions. Although, the regular expression-based solution cannot be as efficient as AST parsing (for example, separating SQL statements that are appearing in comments is inherently difficult with regular expressions). We employed two-step extraction process to overcome the deficiency. Additionally, we checked the results using both automated and manual tests.

In the context of using deep learning techniques for smell detection, we use Designite and DesigniteJava to detect smells in C# and Java code respectively and used the detected
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smells by them as ground truth. Relying on the outcome of two different tools may pose a threat to validity especially in the case of transfer-learning. To mitigate the risk, we make sure that both the tools use exactly the same set of metrics and heuristics to detect smells. Also, we ensure the smell detection similarity by employing automated as well as manual testing. Similarly, to address potential threats posed by representational discrepancies between the two languages we ensure that Tokenizer generates same tokens for same or similar language constructs. For instance, all the common reserved words are mapped to the same integer token for both the programming languages.

5.5.2 Internal Validity

Internal validity refers to the validity of the research findings. It is primarily concerned with controlling the extraneous variables and outside influences that may impact the outcome.

In the context of refactoring simulation that we carried out in one of our experiments, there are many refactoring techniques to refactor the identified design smells. It is not feasible to predict precise impact of design smell refactorings on architecture smells. The observations of the refactoring simulations can vary in practice depending on the actual chosen refactoring. We follow a simple rationale to simulate the influence of design smell refactoring.

The higher the abstraction, the more important becomes the context of the system. Context and domain knowledge play an important role while detecting and refactoring, especially, design and architecture smells. Given the sheer scale, it was not possible to carry out a qualitative analysis for all the repositories. Considering the large number of repositories mined in the exploration, we believe that the results are still relevant and generalizable.

In the context of our investigation exploring the feasibility of applying transfer-learning for smell detection, we assume that both the programming languages are similar by paradigm, structure, and language constructs. It would be interesting to observe how two completely different programming languages (for example, Java and Python) can be combined in a transfer-learning experiment.

5.5.3 External Validity

External validity concerns generalizability and repeatability of the produced results. In our production code analysis study, we analyze only open-source C# repositories as subject systems. Given the fact that most of the current literature focuses only on subject systems written in Java programming language, our study complements the existing literature. Furthermore, we have considered a large set of 3,209 C# repositories of varied size and contexts, making this the largest mining study by scale so far for software smells.

To encourage the replication and building over the deep learning work, we have made all the tools, scripts, and data available online.¹

¹https://github.com/tushartushar/DeepLearningSmells
Similarly, our configuration code analysis experiment analyzes only Puppet repositories whereas there are many other configuration management systems. Although the employed tools are specific to one configuration language, the proposed theoretical model is general and language agnostic. We believe that it will open doors for similar studies for other configuration management systems.

For our database schema quality analysis, we cover syntaxes used for major database providers and new syntaxes can be adopted by modifying the currently used regular expressions. Also, the experiment is reproducible; we have made the tool open-source under a liberal license. Further, the raw data generated by the presented analysis has been made available online.

Finally, the extraction of the full schema of a database is not guaranteed using our employed method in our database quality assessment study. The implication of such a limitation is that our smell detection method will not report smells that may exist in the uncovered SQL statements.
Chapter 6

Conclusions and Future Work

Each conclusion marks a beginning.

This thesis presents maintainability analysis on production source code and extends the scope of analysis to sub-domains of software systems. In this chapter, we summarize the results of our research, present the contributions of the thesis, elaborate our vision for future work, and conclude the thesis.

6.1 Summary of the Results

In the pursuit to perform a comprehensive maintainability analysis of production code written in C#, we perform a large-scale empirical study. We mine seven architecture, 19 design, 11 implementation smells from a large set of 3,209 open-source repositories containing more than 83 million lines of code. Stringing finer-grain code smells with the coarse-grain smells could make the task of maintaining high quality of a software product easier. Apart from exploring basic characteristics of smells (such as frequency of smells) arising at different granularities, we carry out correlation and collocation analysis also to identify the degree of relationships among smells at different granularities.

We find that cyclic dependency, unutilized abstraction, and magic number are the most frequently occurring architecture, design, and implementation smells respectively. This may prompt developers to pay additional attention to avoid frequently occurring smells. Our analysis observes that smell density and lines of code in a C# project do not show a strong correlation.

The co-occurrence analysis shows that the architecture smells exhibit a strong positive correlation ($\rho = 0.72$) with design smells. This implies that a project containing a high number of design smells would also exhibit a higher number of architecture smells and vice-versa. We perform fine-grain correlation also between individual smell pairs. The fine-
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Grain correlation analysis suggests that both the kinds of smells are not correlated and do not follow a monotonic relationship.

The collocation analysis reveals that unutilized abstraction and feature concentration are highly collocated. Similarly, cyclically-dependent modularization show relatively high collocation with cyclic dependency, scattered functionality, and dense structure architecture smells. Apart from the above-mentioned smell pairs, individual pairs of architecture and design smells do not collocate with each other. We also explore the potential influence of design smells refactoring on architecture smells. Our analysis reveals that up to one third of architecture smells (in case of god component) may get removed if we refactor all detected design smells. However, a significant number of architecture smells persist even after all the smells at design granularity were refactored. This observation emphasizes the need to carry out smell detection and refactoring for each granularity.

In our exploration with deep learning techniques to identify smells, we establish that deep learning methods can be used for smell detection. Specifically, we found that CNN and RNN deep learning models can be used for smell detection though with varying performance. We did not find a clearly superior method between 1D and 2D convolution neural networks; CNN-1D performed slightly better for the smells empty catch block and multifaceted abstraction, while CNN-2D performed superior than its one dimensional counterpart for complex method and magic number. Further, our results indicate that RNN performs far better than convolutional networks for smells empty catch block and magic number. Our experiment on applying transfer-learning proves the feasibility of practicing transfer-learning in the context of smell detection, especially for the implementation smells.

We extended the maintainability analysis to configuration code. We propose a catalog of 13 implementation and 11 design configuration smells based on commonly known best practices. We analyzed 4,621 Puppet repositories containing 142,662 Puppet files and more than 8.9 million lines of code using Puppeteer — a configuration smell detection tool that we developed. We investigated four research questions using smell instances detected by our analysis.

Our analysis found that the developers of Puppet repositories either do not introduce code-clones at all or they do it in a massive scale. Configuration smells belonging to a smell category tend to co-occur with configuration smells belonging to another smell category when correlation is computed by volume of identified smells. Design configuration smells show 9% higher average co-occurrence among themselves than the implementation configuration smells. This observation affirms the belief that one wrong or non-optimal design decision introduces many quality issues and therefore suggests the developers to take design decisions critically and diligently. Design configuration smell density shows negative correlation whereas implementation configuration smell density exhibits no correlation with size of a project. It shows that design configuration smells decrease as the size of the configuration code increases.

Further, we carried out a comparative study of relational database schema smells and its relationship with application and database characteristics. We present a catalog of 13 database schema smells based on commonly known best practices to design databases. We
carried out a survey to understand developers perspective on database schema smells. We downloaded 16,052 open-source and acquired 840 industrial repositories, selected total 2925 repositories containing SQL statements, analyzed more than 629 million lines of code, extracted more than 393 thousand SQL statements, and detected more than 66 thousand instances of database schema smells. We investigated four research questions and provided empirical observations based on the data obtained.

We observed that the smell *index abuse* occurs most frequently in database code. We also found that some smells such as *adjacency list* show significantly higher proneness to occur in industrial projects compared to open-source projects. Our analysis shows that the size of the host application has no impact on the density of database smells; however, smell density shows positive correlation with the size of the database whereas application type (Desktop, Mobile, or Web) has no significant impact on database smell density. Another observation is that the use of an ORM framework does not avoid database schema smells. Finally, the smell *clone table* in industrial projects and smell *values in attribute definition* in open-source projects exhibit the highest co-occurrence with other database smells.

### 6.2 Contributions of the Thesis

In this section, we summarize the contributions offered by the thesis in two dimensions — *research* and *practice*. From the research perspective, we identify the following contributions from the thesis.

- A method to carry out large-scale empirical study (both in terms of number of subject systems and number of code smells detected) for production source code to understand characteristics of code smells at different granularities and to explore interesting relationships such as correlation and collocation.

- The software engineering research community may utilize the dataset of smells. The dataset could be useful in many ways including benchmarking and comparison as well as exploring other dimensions and characteristics of source code with smells.

- A method to identify smell catalog belonging to a domain (for instance, Infrastructure as Code). The method performs empirical study to analyze configuration code and explore characteristics specific to configuration code as well as analysis such as intra-as well as inter-category correlation.

- A way to design a qualitative survey aimed to collect developers’ perspective on database schema design practices and smells.

- A method to investigate code quality of embedded SQL statements by mining a large set of repositories belonging to both open-source and proprietary categories. The method also outlines the challenges involved (such as extracting embedded SQL statements).
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- A detailed mechanism to show the feasibility of detecting code smells using deep learning methods. Also, the method implements transfer-learning to showcase that a deep learning classifier trained from a programming language can be used to identify smelly code fragments belonging to another programming language.

Apart from research-oriented contributions, the thesis also offers contributions towards software engineering practice.

- The thesis offers a comprehensive code smells detection tool — Designite which could be used to detect a wide variety of implementation, design, and architecture smells in C# source code. Practitioners may use the tool and various features offered by the tool to identify maintainability issues in their code and reduce technical debt.

- As a by-product of our literature survey, we offer a large catalog of software smells. This catalog summarize the smells by providing a description, related smells, tools that could be used to detect them, as well as the reference to the article where it was introduced. Not only the catalog is publicly accessible\(^1\) but also the data and source code to build the smell catalog has been made open source.

- Practitioners may take advantage of of correlation analysis that makes it imperative for the development teams to analyze and refactor smells at all granularities. Similarly, software development teams may emphasize the importance of detecting and refactoring smells at all granularities following our observations that a significant amount of architecture smells persists even if all the detected design smells were refactored.

- Practitioners can identify configuration smells using the tool viz. Puppeteer employed in this study and adopt best practices to write maintainable configuration code. Puppeteer [Sha19e] has been made open-source under liberal license and the time of writing this statement, it attracted 34 stars and 10 forks.

- Practitioners can learn the potential quality issues that may arise in their database schema so that they can avoid them. Furthermore, practitioners can identify database schema smells using our open-source tool (i.e., DbDeo [Sha18b]) employed in this thesis. Finally, our results pinpoint areas where improvements in database APIs, tool support, training, and standards can increase the quality of database schemas.

- The tool developers may induct the deep learning methods in their smell detection tools for effective smell detection and using transfer-learning to detect smells for programming languages where the comprehensive code smell detection tools are not available.

\(^1\)http://www.tusharma.in/smells/
6.3 Future Work

We would like to extend and build upon our work presented in the thesis. Specifically, we would like to explore the following in the future.

- **Making code smells detection tools more effective:** The present set of smell detection tools generate a list of smells; the number of reported smells could be overwhelming for a large project. Despite some research attempts to prioritize smells, the production quality tools at large lack the features to identify smells that the developers really consider quality issues and propose highly impactful refactoring to eliminate them. Deep learning methods show a promising mechanism to achieve the goal.

- **Automated refactoring support for architecture smells:** Researchers have identified the lack of adequate tool support as one of the deterrents for software developers in adopting and performing refactoring regularly. Providing automated refactoring support to remove the detected code smells is inherently challenging even for implementation granularity given the various possible alternative refactorings for a smell. The challenge becomes immense when it comes to refactor architecture smells because a composite refactoring involves many smaller scale refactorings spanning multiple components.

- **Software data analytics:** Today’s software systems are producing different kinds of data throughout the life-cycle; it includes, source-code itself and version control system data, reported bugs/issues and the discussion that follows, software quality data including metrics and smells, profiling data, logs and crash reports, and test execution data. All of this tells something about a different aspect about the software. Furthermore, combining them together may reveal further insights which can be actionable and useful for software development teams. For example, carrying out a postmortem analysis upon filing a new bug/issue may reveal interesting insights and patterns about the individual developers by analyzing code that has been changed, version control system data and test coverage. We would be very interested to apply exploratory machine learning methods to bring it to life.
Appendix I: Smell Definitions

Many authors have defined smells from their perspective. This appendix attempts to provide a consolidated list of such definitions.

1. Smells are certain structures in the code that suggest (sometimes they scream for) the possibility of refactoring [Fow99].

2. Code smells are a metaphor to describe patterns that are generally associated with bad design and bad programming practices [vEM12].

3. Code smells are indicators or symptoms of the possible presence of design smells [MG07].

4. Code smells are implementation structures that negatively affect system lifecycle properties, such as understandability, testability, extensibility, and reusability; that is, code smells ultimately result in maintainability problems [GPEM09].

5. A “bad smell” describes a situation where there are hints that suggest there can be a design problem [PC09].

6. We define design defects as solutions to recurring problems that generate negative consequences on the quality of object-oriented systems [MGDM10].

7. Antipatterns are “poor” solutions to recurring implementation and design problems that impede the maintenance and evolution of programs [KVGS11].

8. Anti-patterns are bad solutions to recurring design problems [FBA11].

9. An anti-pattern is a commonly occurring solution to a recurring problem that will typically negatively impact code quality. Code smells are considered to be symptoms of anti-patterns and occur at source code level [PZ12].

10. Antipatterns are defined as patterns that appear obvious but are ineffective or far from optimal in practice, representing worst practices about how to structure and design an ontology [RCSZ+12].

11. Anti-patterns are “poor” solutions to recurring design and implementation problems [MAB+12b].
12. Developers often introduce bad solutions, anti-patterns, to recurring design problems in their systems and these anti-patterns lead to negative effects on code quality [JGHK13].

13. Linguistic antipatterns in software systems are recurring poor practices in the naming, documentation, and choice of identifiers in the implementation of an entity, thus possibly impairing program understanding [ADPAG13].

14. Design smells are structures in the design that indicate violation of fundamental design principles and negatively impact design quality [SSS14].

15. Code smells are indicators of deeper design problems that may cause difficulties in the evolution of a software system [Yam14].


17. Antipatterns are typically a commonly used set of design and coding constructs which might appear intuitive initially, but eventually may be detrimental to one or more aspects of the system [SA14].

18. Bad design practices at the code level are known as bad smells in the literature [KEA16].

19. Code smells — microstructures in the program — have been used to reveal surface indications of a design problem [dSS16].

20. Configuration smells are the characteristics of a configuration program or script that violate the recommended best practices and potentially affect the program’s quality in a negative way [SFS16].
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